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A BIO-INSPIRED INTEGRATION METHOD FOR OBJECT SEMANTIC REPRESENTATION

Hui Wei

Laboratory of Cognitive Modeling and Algorithms, Department of Computer Science, Fudan University, Handan Road No.220, 200433 Shanghai, China

Abstract

We have two motivations. Firstly, semantic gap is a tough problem puzzling almost all sub-fields of Artificial Intelligence. We think semantic gap is the conflict between the abstractness of high-level symbolic definition and the details, diversities of low-level stimulus. Secondly, in object recognition, a pre-defined prototype of object is crucial and indispensable for bi-directional perception processing. On the one hand this prototype was learned from perceptional experience, and on the other hand it should be able to guide future downward processing. Human can do this very well, so physiological mechanism is simulated here. We utilize a mechanism of classical and non-classical receptive field (nCRF) to design a hierarchical model and form a multi-layer prototype of an object. This also is a realistic definition of concept, and a representation of denoting semantic. We regard this model as the most fundamental infrastructure that can ground semantics. Here a AND-OR tree is constructed to record prototypes of a concept, in which either raw data at low-level or symbol at high-level is feasible, and explicit production rules are also available. For the sake of pixel processing, knowledge should be represented in a data form; for the sake of scene reasoning, knowledge should be represented in a symbolic form. The physiological mechanism happens to be the bridge that can join them together seamlessly. This provides a possibility for finding a solution to semantic gap problem, and prevents discontinuity in low-order structures.

Keywords: bio-inspired method, object representation, prototype

1 Introduction

1.1 How to ground visual concept semantic?

Figure 1 shows an example of problem solving carried out by kindergarten children. The children were asked, according to the given picture, to match a T-shirt with trousers. To accomplish this task, the children needed to have learned some basic concepts or knowledge about clothes. If this problem is presented to a computer in the form of a picture, to obtain an answer requires image understanding and knowledge-based reasoning. Realizing this in an artificial intelligence system, however, is quite difficult. It is not difficult for us to define some concepts and rules in a knowledge base, such as in a logical expression we define:

Figure 1. The problem solving task here is to match each T-shirt with its appropriate trousers.
\((\exists x)(\exists y) \ Is\_Tshirt(x) \land Is\_trousers(y) \\
\land Same\_size(x, y) \land Same\_color(x, y) \\
\land Same\_pattern(x, y) \rightarrow Match(x, y)\).

But how can these concepts and rules correlate with their occurrences in a picture? If this connection can’t be built, then the computer can’t know what is \(x\) and where is \(x\). So-called high level knowledge defined like this does not settle the problem of operability, i.e. how to apply these concepts on a picture is still unclear. Consequently, these symbolic rules will not be triggered successfully. Almost all applications of computer vision or image understanding concerned with knowledge are seriously suffering from semantic gap problem. In artificial intelligence there is a very famous and conventional hypothesis, which is the discontinuity in low-order structure. In the past history of AI, this hypothesis was a kind of compromise between high computational demand and simple computer. We think this is the reason of leading semantic gap. The reason man does not suffer from semantic problem is because human brain has rich representation layers and rich process layers. We need to find a solution that can connect abstract symbolic concept with pixel-level manipulations, on a condition of this solution submitting to formal paradigm.

In many applications on image retrieval, in advance, all training pictures were manually labeled what there are in a picture [1, 2]. And these symbols are regarded as the semantic of picture. This practice is very popular. For example, a word “car” was tagged to a picture, but this label did not define any detail about this concept. So this method is too simple and too coarse to solve semantic problem. Because (a) the words and syntax used for labeling is highly task-dependend, and many semantic details are neglected; (b) these labels can neither be used as standards to include any other positive case, nor exclude any other negative case; (c) using these labels cannot differentiate an object from its environment.

This solution should have some kind of connectionist infrastructure.

1.2 Two aspects of this solution

Now there are two common senses in computer vision, saying that (a) an animal’s vision system is much cleverer than a machine one, and (b) object recognition needs a help from higher level knowledge. To (a), the advantage of a biological vision system’s that it has a systematic architecture with rich knowledge and rich levels of representing and processing. And some similar strategy has been applied to represent image semantic [3]. To (b), what is knowledge needs to be clarified on the base of a biological representation paradigm. These two aspects outline the main parts of our solution.

1.3 How to fulfill a more detailed definition of an object?

Many concept-representation concerned studies have been done. Some of them were facing image retrieval, thus the bag-of-words algorithm were applied[4; 5]. Another more complicated method is a structural decomposition model. In this model the shape of an object is described in terms of relatively a few generic components which are joined by spatial relationships [6, 7, 8, 9, 10, 11, 12, 13]. Region has been proved to be a kind of effective element to describe image semantic [14]. For example, due to region can provide much more extensive information than pixel, region-based representation can facilitate some advanced processing such as segmentation [15, 16] and tampering detection [17]. Similar to region, patch-based descriptors were also popular in semantic definition [18, 19]. And patch can also represent rich information in an expanded area, so using it can also implement some semantic-concerned task, such as image inpainting [20] and image synthesis [21]. For visual concept application, the representation form [22], topological relations among regions [23], template of an object [24] is very important. All above works were a good start on concept acquisition, explicit representation and top-down effect of visual concept. We also want to contribute on these themes.

We think a prototype representation of an object is one of a crucial types of knowledge for object recognition, especially when neither object nor its background is highly specific or severely restricted. That famous example, recognizing a spotted dog from an environment of swing tree shadow, is a typ-
ical instance of needing prototype. Theory of prototype can be found in the chapters of perception and concept acquisition of Cognitive Psychology [8, 25]. A physiological neuroscience study [26] shows that semantic is processed in the left inferior prefrontal cortex. This hints that a procedure of integration is very necessary, because only higher cortex can collect and process information from extensive area. Here the form of prototype or the materialization of this kind of knowledge is important for the computer vision (CV), because on the one hand it was the result of perceptual experience, and on the other hand it should be able to guide the future practice of downward processing. We can conclude that the prototype of an object is the final destination of learning and also is the source of bi-directional visual processing. So, the formalization schema of prototype representation is the key point. But how to realize this prototype definition is always worth studying. For the sake of defining the prototype of a type of object, two things are necessary. The first is representing the parts of an object, and the second is describing their topographical relationships. This schema should be compatible with upward raw-data input as well as downward pixel-organizing instruction. This has always been the basic goal of CV, but its priority has always been delayed.

The psychological experiments on mental image proof that the prototype of an object resembles the original, and experiments on memory proof that the prototype is somewhat abstract and declarable. From a perspective of AI, these are two conflict requirements: the former is pixel-suited and the latter is symbol-suited. Who can satisfy them simultaneously? The answer is neural vision system, a highly optimal system after a long time of natural selection. The biological vision is made up of many processing loops. The middle layers, from ganglion cell (GC) to V1, are the intersection of bottom-up data and top-down concept. We think these middle layers are very important for producing semantic and grounding semantic, or here are the key locations of semantic emerging. This paper focuses on a kind of non-classical receptive field (nCRF) mechanism, and uses it to form a prototype representation. Perhaps that is the basic tool for brain to bridge low-level stimulus and high-level semantics.

The second section of this paper is about neural mechanism of nCRF. The third section is a bio-inspired model designing as an infrastructure of forming representation. The forth section is about a nCRF-based Delaunary triangulation strategy to obtain many small normal triangles. The fifth section is about how to combine these candidates to some expanded polygons and similarity comparison between two polygons. The sixth section describes an explicit concept representation through a tree structure and also discusses how product rules can reflect direct connections from high-level knowledge to low-level pixel manipulations. The last two sections are about how this bio-inspired infrastructure might ground semantic.

2 Non-classical receptive field mechanism

2.1 Bio-inspired design is a good option

Why brain can protect against the problem of semantic gap should be concerned with its physiological structure. The biological system is worth simulating because it had been evolved for hundreds of thousands of years. We believe that its structure and function had been tested thoroughly and should have been highly optimized. So a bio-inspired principle should be much more rational for algorithm design. Now let’s see a fundamental mechanism.

2.2 The neural mechanism of nCRF

Ganglion cells (GC) are the most important cells in retina. They locate at the rear path of information transmitting in retina. Since 1960s, many researchers found there was a large region outside the classical receptive field (CRF). In this region, light spot stimuli cannot directly cause a reaction of the cells, while they can modulate the reaction caused by the CRF. And this modulation can be facilitory, inhibitory or disinhibitory [27, 28], and this expanded receptive field is called as non-classical receptive field (nCRF). Neurophysiologic researches [29, 30] show a very complex formation of nCRF constructed by receptor cells (RC), horizontal cells (HC), bipolar cells (BC) and amacrine cells (AC), and also by outer and inner plexiform layer. Activities in the region can inhibit the antagonistic effect and compensate the loss of low spatial frequency
caused by the CRF center-periphery antagonism to some extent. nCRF plays an important role in representing contour [31], shape [32], curvature [33, 34]. nCRF can compensate loss of low spatial frequency to some extent by adding the output from extra surround area of CRF. Through its nCRF, a GC expands its information-receiving scope several times as CRF; undoubtedly this neural basis makes GC able to integrate image features in a large scale. Moreover, we think it plays a significant role in separating figures out of background.

2.3 nCRF can self-adapt its size so as to optimize its representational role

From the point of view of an image processing and understanding, GC and its nCRF mechanism are of great significance in a feature detection, and every GC plays a role of feature descriptor. What is surprising is that each GC can adjust its size of nCRF dynamically in order to make the characteristics occurring in its nCRF monotonous. So, a GC can reduce its size of nCRF to represent fine detail occurring in a local area, and also can expand its size to represent a big block with unitary feature. The GC and its nCRF are self-adaptable, localized, with regular shape, autonomous, and parallel. These attributes make it to be an ideal candidate of general descriptor. In traditional image processing, we note that GC was ususally used to extract boundary, filter noise or enhance image. But these are absolutely not the main functions of it, but somewhat wasting its talents.

Figure 2. A whole logic framework of implementing formal representation of prototype

3 A representation schema basing on nCRF mechanism

3.1 Size changeable nCRF can record patch, which can be a sub-component of an object

The research of the neurophysiology has shown, that according to different brightness, color or velocity of stimuli, the size of receptive field can be changed dynamically. This self-adaptability satisfies following two cases. In a dark environment, GCs will enlarge the size of receptive fields by means of reducing the spatial resolution, and accept much light through spatial summation. While distinguishing some fine details, the receptive fields will turn smaller so as to improve the spatial resolution. Each GC can implement this automatically by a local neural circuit. Besides the CRF, there are many rings. We call them sub-regions, and they are made up of nCRF. The maximum size of nCRF is about 3-6 times than the size of CRF. Figure 3(a) is a model of nCRF with multiple sub-regions, and (b) shows several initial RF being covered on an image, and (c) shows they were resized through increasing or decreasing sub-regions according to the stimuli they confronting with.
Moreover, we think it plays a significant role in segmenting figures out of background. GC is able to integrate image features in a large scale. It expands its information-receiving scope several times as CRF; undoubtedly this neural basis makes it feasible to represent a big block with unitary feature. The fore-mentioned multiple sub-regions are for the sake of specialized representation. For simulating this schema, we construct a matrix of computational units and let them change their sizes dynamically to fit the situation they confront. If a unit happens to cover a fine detail, then it will shrink its RF so as to record the detail more accurately. If it happens to cover a piece of homogeneous texture, then it will expand its RF to represent a unitary block. The fore-mentioned multiple sub-regions are for the sake of size changing. If expanding is necessary, then one or more sub-regions will be appended, and if shrinking is necessary, then one or more sub-regions will be deleted. This mechanism guarantees the feasibility of this self-adaptation. Now we can see that the function of GC matrix is to earn a just enough representation.

![A whole logic framework of implementing formal representation of prototype](image)

**Figure 3.** A model of RF and how it changes its size

Then, basing on the structure of neural circuit, we can design a schema to represent image. An image is actually the combination of many fine details and some homogeneous blocks. If we have a matrix of RFs and assign small size RF to record detail and assign big size RF to record block, then we may get an approximation of the original image (Figures 3(b) and (c)). This motivation is very important, because it reveals the basic principle of GC’s working. GC always makes its role of specialized representation. For simulating this schema, we construct a matrix of computational units and let them change their nCRF sizes dynamically to fit the situation they confront. If a unit happens to cover a fine detail, then it will shrink its RF so as to record the detail more accurately. If it happens to cover a piece of homogeneous texture, then it will expand its RF to represent a unitary block. The fore-mentioned multiple sub-regions are for the sake of size changing. If expanding is necessary, then one or more sub-regions will be appended, and if shrinking is necessary, then one or more sub-regions will be deleted. This mechanism guarantees the feasibility of this self-adaptation. Now we can see that the function of GC matrix is to earn a just enough representation.

![A representation schema basing on nCRF mechanism](image)

**Figure 4.** A multi-layer neural architecture and how a GC adjusts its RF dynamically.

(a) A multiple layers architecture. For clearness only several GCs and their RF are drawn. A RF has three parts: positive center, negative surround, and positive extra-surround. (b) This is a neural circuit of RF adjusting dynamically, which is a small functional unit of (a). Dynamic adjustment of RF due to neuron can change its destination of projecting output according to changing stimulus. This can be realized by three relay neurons and three switch neurons. A switch neuron imposes its backward control on three relay neurons, and selectively permits only one relay outputting its signal upwards to GC. This makes a relay neuron may have a chance to join one of three different rings of a RF. In (c)-(d), with the different switch turning on, the same neuron may exclusively participate in forming one of rings of a RF. Then a size-changing RF comes into being. (c) is a big one, (d) is a middle one, and (e) is a small one.

This GC-based image representation is more compact than pixel-based bitmap, because what a RF can represent is usually bigger than a pixel, so it is more efficient. Figure 4 is a hierarchical computational model of a GC and its inferior RF. At the highest level, a GCs array will turn a pixel-bitmap into a block-group. The dimension of block-group will decrease greatly than that of pixel-bitmap. A block-grained representation is more meaningful than pixel-wise representation, and must ease the emergence of semantic.
An ideal self-adaptability of GC is it adjusting its RF to a proper size coinciding with the scale of main component of stimuli occurring in its RF. This is done by a sequence of operations that append or withdraw sub-regions to or from one of three parts of RF. This causes that a GC can summary the attributes of stimuli in different area. Figure 5 is an algorithm to realize this. A more detailed implementation of this model can be seen in [35] and [36].

Figure 5. The Dynamic Adjustment of RF

4 Prototype emerging from integration

In image understanding, a visual concept is activated if and only if thousands of pixels are arranged properly. So semantic is the result of integrating pixels in terms of some statistical pattern of distribution. The algorithm in previous section can facilitate the emergence of this kind of pattern, and one or several stable patterns are right to be prototypes that define a class of object.

4.1 RF mechanism archives a higher efficiency of representation

Here we also use salient object as learning sample [37]. The left of Figure 6 is an original picture, and the right is the result of GC-array running on the picture. The red circles denote the final sizes of RF after dynamic adjustment. For that bird, its back and wing possess same color or similar textures, so we represent them only by a dozen of big size RFs instead of many unorganized pixels. And its eye and beak possess tiny details, so we represent them by some small size RFs. So, a highly efficient representation is achieved. A fact that can’t be ignored is that circle has regular shape and well defined algebraic formula, so it is easy for parameterization, and consequently it is easy to form a symbolic representation. And a parameterized representation also does not prevent original image from being rebuilt accurately.

Figure 6. Size-changeable RFs bring an efficient representation

4.2 Set of regular blocks: a compact representation of object

Many existing algorithms in computer vision use the pixel-grid as the underlying representation. The pixel-grid, however, is not a natural representation of visual scenes. A good representation schema would be more natural, and presumably more efficient, to work with perceptually meaningful entities obtained from a low-level grouping process. Superpixels [38] represent a restricted form of region segmentation. Turbopixels [39] represent an image with a lattice-like structure of compact regions by dilating seeds so as to adapt to local image structure. The superpixel algorithm should partition an image into regions that are approximately uniform in size as: shape (compactness), minimizing region under segmentation, provided that superpixel size is comparable to the size of the smallest target region. Turbopixels achieve this by designing a geometric flow that dilates an initial set of uniformly distributed seeds, where each seed corresponds to one of superpixels. So, it can also be considered as a compact image representation, each of them should represent a simply connected set of pixels. Both of them provided two representation methods in order to achieve computational efficiency, represen-
tational efficiency, perceptual meaningfulness and near-completeness [40]. Our algorithm based on nCRF can also accomplish the same goals through using Inscribed polygon and Delaunay Triangulation from nCRF result. The mechanism to generate them is illustrated in Figure 7.

![Image](image.png)

Every red circle denotes a nCRF and green dots denote intersections of circles. Both Inscribed Polygon (the left) and Delaunay Triangulation (the right) are derived from intersection points on neighboring circles.

**Figure 7.** A superpixel-like effect realized by nCRF-based algorithm

In order to testify the performance between our algorithm and superpixels, we run programs of superpixels, Inscribed Polygon and Delaunay Triangulation schemas on two different image databases. One is CityplaceBerkeley image database (481×321), the other is Microsoft Research image database (640×480). One of results is shown in Figure 8. It can be seen that the effects in (c) and (d) are similar to (a), which indicates that a complete coverage by Inscribed Polygons and Delaunay Triangulations can be calculated from RFs. But there still has a very important difference between algorithms through RFs and superpixels. Superpixel has an irregular shape, and still in a form of pixel-set instead of a form of brief vectors. This makes it difficult to be represented, recorded and operated algebraically. Due to the irregularity of shape, either the boundaries or the vertexes of a superpixel are dot-matrix data but not vectors. If the vectorization is required, it must degrade its time and storage consuming further. While the RF has a completely regular shape, circle or triangular, which can be easily represented, recorded and operated by a symbolic or algebraic means.

### 4.3 Run-time comparison

In order to compare the efficiencies of our nCRF-based Delaunary triangulation algorithm and Super-pixel algorithm, we randomly selected 100 pictures with size of 481×321 pixels from Berkley Image Database. The test computer is with Intel Pentium Dual CPU E2200, 2.20GHz, 2G RAM. Figure 9 shows that our speed of producing small patches is much faster than Superpixel algorithm.

![Image](image.png)

**Figure 9.** Speed comparison between nCRF-based algorithm and SuperPixel algorithm

5 5 Representing the parts of an object through polygons

#### 5.1 Combining delaunay triangles into a polygon

In Figure 8(d), Delaunay triangulations provide a good start for further processing. So many small triangles can be regarded as components of an object. We can combine them into some polygons, and use these polygons as modules to construct an object. Because polygons are good at topographical and geometrical invariance, so using them to represent object offers the most stability in defining prototype.

During the learning period, we can provide some typical samples, such as clean cows without background disturbance, to computer, and ask it to form a prototype for this concept. Once cow images were uploaded to aforementioned nCRF-based neural computational system, we can obtain so many small triangles which covered a sample completely. Thus the first step of prototype-learning is to combine them appropriately. What we hope is that those combinations can reflect the structural characteristics possessed by a type of objects. A direct solution of combining triangles is to apply polygon, which
is flexible enough to integrate triangles, and polygon’s representation in analytic geometry is simple and compact.

In order to obtain a larger polygon from the result of nCRI algorithm, we design a clockwise spiral coordinate to order those triangles in 2D space. Then we can expand polygon by appending triangle one-by-one. Figure 10 demonstrates this expanding process and an algorithm of producing a polygon through binding some neighboring triangles. Here the principle of searching triangles is keeping the search closest to the periphery of growing-up polygon.

The nCRI-based mechanism provides a basic infrastructure to enable and facilitate patch-grained manipulations on geometrical level greatly. Searching algorithm perhaps is inefficient in pixel-grained space, but it is feasible in block-grained space.

At the top of Figure 11, there are at least hundreds of small triangles, we want them to be allocated to different enlarged polygons, and at same time we hope these polygons happen to be the structural parts of an object. Tab. 1 is an algorithm to draw boundaries of polygons on the Delaunay triangulations. The down of Figure 11 is one of results of this algorithm. And Figure 12 includes two outputs after executing polygon-production algorithm.

**Figure 8.** The partition results on an Example from Berkeley Image Database. (a) is original picture. (b) is superpixel result. (c) is RFs coverage on the original image and (d) is the result by Delaunay Triangulations.

**Figure 11.** A Delaunay triangulations of a flower has many small triangles needing to be fitted by some polygons.
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Figure 8. The partition results on an Example from Berkeley Image Database. (a) is original picture. (b) is superpixel result. (c) is RFs coverage on the original image and (d) is the result by Delaunay Triangulations. It is flexible enough to integrate triangles, and polygon’s representation in analytic geometry is simple and compact.

In order to obtain a larger polygon from the result of nCRF algorithm, we design a clockwise spiral coordinate to order those triangles in 2D space. Then we can expand polygon by appending triangle one-by-one. Figure 10 demonstrates this expanding process and an algorithm of producing a polygon through binding some neighboring triangles. Here the principle of searching triangles is keeping the search closest to the periphery of growing-up polygon.

The nCRF-based mechanism provides a basic infrastructure to enable and facilitate patch-grained manipulations on geometrical level greatly. Searching algorithm perhaps is inefficient in pixel-grained space, but it is feasible in block-grained space. At the top of Figure 11, there are at least hundreds of small triangles, we want them to be allocated to different enlarged polygons, and at same time we hope these polygons happen to be the structural parts of an object. Tab. 1 is an algorithm to draw boundaries of polygons on the Delaunay triangulations. The down of Figure 11 is one of results of this algorithm. And Figure 12 includes two outputs after executing polygon-production algorithm.

Figure 10. Speed comparison between nCRF-based algorithm and SuperPixel algorithm

Table 1. Algorithm for producing multiple polygons on Delaunay triangulations

| Input data: int Small_Tri[id][x1][y1][x2][y2][x3][y3]; //All Delaunay triangles with their vertexes coordinates. |
| Output data: List Polygon[id]; // A list dimension recording all polygons and their children triangles. |
| Temp data: Boolean Neighboring[id][id]; // A matrix of all neighborhoods between triangles. |
| 1. If the array of Small_Tri[id][x1][y1][x2][y2][x3][y3] is EMPTY Then End; |
| 2. Clustering all vertexes by K-means algorithm, store all class center into center[K]; |
| 3. index=0; |
| 4. For each center[k] do |
| Finding Small_Tri[k][x1][y1][x2][y2][x3][y3] whose center of gravity is closest to center[k]; |
| Setting Small_Tri[k][x1][y1][x2][y2][x3][y3] as the seed of growing Polygon[index]; |
| Calling “Algorithm of forming a polygon along a clockwise spiral direction”; // Here Neighboring[id][id] are needed. |
| According to the order of triangles being expanded, storing them into a list named Polygon[index]; index=index+1; |
| 5. For each Polygon[i] |
| For each element in Polygon[i] |
| Marking Small_Tri[element][x1][y1][x2][y2][x3][y3] by BEEN-DELETED; |
| 6. For each Small_Tri[id][x1][y1][x2][y2][x3][y3] |
| If all three neighboring triangles of Small_Tri[id][x1][y1][x2][y2][x3][y3] were marked by BEEN-DELETED Then Deleting all three vertexes of Small_Tri[id][x1][y1][x2][y2][x3][y3]; |
| 7. Iterate since 1. |

Once this algorithm ends, some enlarged polygons come into being. The triangle is the simplest shape with edges, and this causes that searching from one triangle to its neighbors has only two possible choices. And while K is limited, K-means clustering algorithm can guarantee the seeds will not diverge far away from the local centers of topological components of an object. And what we focus on polygon, this further reduces the occasional disturbance of object’s texture.

5.2 Matching between polygons

The core of inductive learning of prototype is to find the common components from different instances of a type of object. This is a hard work to do on pixel-level, or on small triangle-level. But it can be done easily on polygon-level. Once we divide an object into several larger polygons, then we can use famous shape context algorithm [41] to decide which two polygons corresponds well. Figure 13 shows two polygon-groups produced by previous algorithms, and they represent two cows respectively. Between two contours, a dozen of corresponding points can be established by a shape context algorithm. Usually, deciding initial points to
match is a problem to shape context algorithm, because some points not belonging to contour might been selected with high possibility. This will reduce the accuracy of matching. But in a current situation, all polygons are represented algebraically, because they are defined by vertexes and all edges are vectors. Therefore on these edges it is easy to choose initial points. This algorithm is insensitive to position, size and pose, so we can concentrate on shape similarity.

Another strategy that helps us to establish correspondences between polygons is minimum spanning tree algorithm. Firstly, all polygons were named. Secondly, according to their neighboring relationships, a connected graph was formed for each set of polygons in an image. Thirdly, selecting a node as tree root and starting Prim minimum spanning tree algorithm, after that we got a spanning tree growing up from a selected polygon. Figure 14 is the result of this process. We show there a two cow pictures which were made up by many named polygons. We selected three pairs of spanning trees taking root in A15-C15, A8-C7 and A23-C20 respectively. It is obvious that every pairs are very similar, because they really reflect the topological structure of an object. Therefore, applying this strategy we can greatly improve the matching accuracy between different cases.

After this step, we find out which polygons are corresponding in different samples, and they perhaps are the similar parts of a kind of object. Once correspondence relationships among parts or components are established, then an inductive learning procedure can be used to discover those inherent and persistent relationships. Thus, a prototype or some kind of formal semantic description of this type of an object can be defined by these relationships.

6 Representing a prototype by root-tree

6.1 A multi-layer concept-defining tree

In the previous Section, an image representation schema was developed. Basing on it, we can use the combination of multiple polygons to represent an object, and Figure 15 is an example for representing COW. Firstly, several cases of cow, with different appearances, had been watched, and each of them is an instance of the concept “cow”. Secondly, nCRF-based algorithm was applied, and each instance was partitioned by polygons, and topological correlations of these polygons are important. Thirdly, a AND-OR tree was built to record combinational relations at polygon level and at component level. In Figure 15 from root to leaves, they respectively describe: a cow might have multiple instances, and every instance can be divided into several components, and every component includes
Figure 12. Some polygons have been produced on the base of many small triangles. The match is a problem to shape context algorithm, because some points not belonging to contour might be selected with high possibility. This will reduce the accuracy of matching. But in a current situation, all polygons are represented algebraically, because they are defined by vertexes and all edges are vectors. Therefore, on these edges it is easy to choose initial points. This algorithm is insensitive to position, size, and pose, so we can concentrate on shape similarity.

Another strategy that helps us to establish correspondences between polygons is minimum spanning tree algorithm. Firstly, all polygons were named. Secondly, according to their neighboring relationships, a connected graph was formed for each set of polygons in an image. Thirdly, selecting a node as tree root and starting Prim minimum spanning tree algorithm, after that we got a spanning tree growing up from a selected polygon. Figure 14 is the result of this process. We show there a two cow pictures which were made up by many named polygons. We selected three pairs of spanning trees taking root in A15-C15, A8-C7 and A23-C20 respectively. It is obvious that every pairs are very similar, because they really reflect the topological structure of an object. Therefore, applying this strategy we can greatly improve the matching accuracy between different cases.

After this step, we find out which polygons are corresponding in different samples, and they perhaps are the similar parts of a kind of object. Once correspondence relationships among parts or components are established, then an inductive learning procedure can be used to discover those inherent and persistent relationships. Thus, a prototype or some kind of formal semantic description of this type of an object can be defined by these relationships.

6 Representing a prototype by root-tree
6.1 A multi-layer concept-defining tree

In the previous Section, an image representation schema was developed. Basing on it, we can use the combination of multiple polygons to represent an object, and Figure 15 is an example for representing COW. Firstly, several cases of cow, with different appearances, had been watched, and each of them is an instance of the concept “cow”. Secondly, nCRF-based algorithm was applied, and each instance was partitioned by polygons, and topological correlations of these polygons are important. Thirdly, a AND-OR tree was built to record combinational relations at polygon level and at component level. In Figure 15 from root to leaves, they respectively describe: a cow might have multiple instances, and every instance can be divided into several components, and every component includes...
(a) Cow-1 and its labeled polygons

(b) Cow-2 and its labeled polygons

A MST of Cow-1 rooted at A15

A MST of Cow-2 rooted at C15
Figure 14. Spanning tree of connected graph can help establishing correspondence between polygons
multiple blocks, and every block is made up of several polygons, and every polygon has its shape, and each shape can be defined by its vertexes, and any vertex can be obtained by several neighboring RFs. Using a tree-like data structure has been proved to be a practicable choice [42] to organize regions. All these calculations can be executed by algebraic equations of circle, and searching strategy is also workable [43].

The data at the bottom of Figure 13 are some vertexes of polygons, and all coordinates can be relocated according to a new datum point. Each row defines a shape, and no shape here is required to be absolutely fixed. Further more, these shapes can be zoomed in or out, or be rotated easily because they are defined by vectors. Using these tables we can rebuild several prototypes of a concept, and when a new sample occurring, we can compare it with those prototypes and identify which class the new sample belongs to. The concept tree is not absolute too, because the occurrences of Cow are different one to another. Fuzzy inference or probabilistic inference, such as Bayesian reasoning [44], or shape context algorithm [48] is a good tool to use this representation.

6.2 Direct manipulation that done to low-level pixels can be derived from this multi-layer tree

Now let’s go back to the rules we formalized in Section 1. We obtain a concept tree about cow, and at the root of this tree it is symbolic, and at the leaf ends it contains many pixel-concerned coordinates. Moving from root to leaves, the concept definition turns gradually from abstract label to detailed object. This provides us an opportunity to join high level symbols and low-level BMP operations (such as searching pixel) together. Now let’s define some production rules to show this practical method again. For explaining what is a cow:

\[
\begin{align*}
&\text{IF } \text{Is Cow}(x) \text{ THEN } \text{Has Leg1}(x) \land \text{Has Leg2}(x) \land \text{Has Leg3}(x) \land \text{Has Leg4}(x) \land \ldots \land \text{Has Body}(x); \\
&\text{IF } \text{Has Leg1}(x) \text{ THEN } \text{Contain Area Like}(x, \text{Block1}); \\
&\text{IF Verify(\text{Block1}) THEN Search Pixel In Set(\text{Block1})};
\end{align*}
\]

For deciding which pixels combine a cow:

\[
\begin{align*}
&\text{IF } \text{RF Distribution Similar}(x, \text{Block5}) \text{ THEN } \text{Is Leg3}(x); \\
&\text{IF Verify(\text{RF Distribution Similar}(y)) THEN } \\
&\text{Decide a Region Defined by(y);} \\
&\text{IF Verify(\text{Similar}(x, y)) THEN } \\
&\text{Search Pixel In \_ according to y}(x, y);
\end{align*}
\]

The predicates like Search Pixel In( ) and Contain Area Like( ) are totally operable at pixel level. Up to now, we show a feasible method, basing on an elaborate multi-level representation, which can ground semantic and apply them in image understanding.

6.3 Why this tree can work?

Now a new problem arose. We know that tree, as a kind of data structure, is not new, and it was used extensively. For example, some knowledge for animals or plants classification is defined by tree, and some searching spaces are also defined by tree. What, then, makes tree work in grounding semantic this time? The most important reason is that GC-array and their RFs provide several gradual or transitional representation layers to ease the span between symbols and pixels. Another reason is that no information, whatever level or abstractness it is, is neglected, and on the contrary a realistic unit is assigned to represent it. That is to say we prevent our model from the famous and conventional hypothesis of discontinuity in low-order structures.

In Cognitive Psychology, cognitive modeling asks three key steps: (1) the stimulus must be translated into an internal representation, (2) the representation is manipulated by cognitive processes to derive new internal representations, and (3) these are in turn retranslated back into action [45]. Our methods of applying multi-layer representation and keeping intermediate links go along the same way, so a dense definition of semantic can be reached.

7 A semantic-grounding neural infrastructure

Perhaps we may suspect how so many rules can work efficiently. An alternative implementation way is doing this by a neural network. We know that production rules, including fuzzy rules and uncertain rules, can be realized equivalently by a neural network.
An important motivation of this paper is to construct an infrastructure for semantic-grounding. We think GC array provide a powerful base for this goal. Figure 16 is a neural structure [46] which can achieve semantic representation. Layer 2 is GC array, and each of them has a nCRF on photoreceptor layer. These two layers had described in fore-sections. And in layer 3, we design some feature recording units to produce semantic. We divided units in layer 2 and 3 into many small groups (three examples were drawn in each layer), and let them match one-by-one. The famous Bidirectional Associative Memory (BAM) algorithm was applied between each pair of groups. The BAM is unconditionally stable, and it is a heteroassociative network and indeed capable of error correction. Then two groups in a pair can feed each other upwards or downwards. The number of stable states in a BAM network is limited, but there are so many pairs, and the combinational number of states of different BAM networks is very huge. If we define units in layer 3 by some symbols and define units in layer 2 by image features, then layer 2 acts as explainer to ground semantic. When some more complicated network is built in layer 3, then a more flexible representation is possible [47]. This network fulfills the decomposition and integration of semantics with a fine span.

8 Conclusion

When eye receiving an image as input, the retina in it will decide which information is significant and needs to be transmitted to central brain. A good heuristic rule is retaining variance and dis-
carding redundancy. This task turns to be very difficult when scene keeps changing, and processing should be done in real time and the result should be in accordance with diverse upcoming tasks. This means a general and no task-specific schema should be sought. In this paper, we simulated a biological mechanism, using many receptive fields, for image representation, and based on it several important image processing tasks, such as segmentation and integration can be improved through some predefined production rules. Once a neuron-bounded representation is formed, the semantic-grounding turns to be practicable.

Semantic is crucial for computer vision (CV) and natural language understanding (NLU). In CV, possessing semantic means a program knows what a pile of pixels is; and in NLU, means a program knows how to apply rich relationships between concepts flexibly. A hierarchical structure can provide dense, continuous representations and rich linkages between them, from high-level concepts to low-level instances. This will greatly benefit knowledge applying in CV and NLU.
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Abstract

Traditionally, the volatility of daily returns in financial markets is modeled autoregressively using a time-series of lagged information. These autoregressive models exploit stylised empirical properties of volatility such as strong persistence, mean reversion and asymmetric dependence on lagged returns. While these methods can produce good forecasts, the approach is in essence atheoretical as it provides no insight into the nature of the causal factors and how they affect volatility. Many plausible explanatory variables relating market conditions and volatility have been identified in various studies but despite the volume of research, we lack a clear theoretical framework that links these factors together. This setting of a theory-weak environment suggests a useful role for powerful model induction methodologies such as Genetic Programming (GP). This study forecasts one-day ahead realised volatility (RV) using a GP methodology that incorporates information on market conditions including trading volume, number of transactions, bid-ask spread, average trading duration (waiting time between trades) and implied volatility. The forecasting performance from the evolved GP models is found to be significantly better than those numbers of benchmark forecasting models drawn from the finance literature, namely, the heterogeneous autoregressive (HAR) model, the generalized autoregressive conditional heteroscedasticity (GARCH) model, and a stepwise linear regression model (SR). Given the practical importance of improved forecasting performance for realised volatility this result is of significance for practitioners in financial markets.

Keywords: Realised Volatility, Genetic Programming, High Frequency Data

1 Introduction

Volatility is an important concept in finance and has different implications depending on the perspective of the user. From an investment perspective, volatility is a measure of the degree to which returns tend to fluctuate. Traders would like to capture the volatility caused by positive returns, whereas in contrast, risk management is more concerned about the volatility caused by negative returns. Volatility is a key element in the pricing of derivatives, is a key input in determining portfolio weights in a portfolio optimisation model and is also a key input in the calculation of regulatory capital requirements under the Basel II accords.1 Hence, many stakeholders have an interest in being able to model and predict volatility.

In a conventional volatility model, volatility is a latent variable that is often estimated parametrically from historical daily returns using discrete time GARCH models [1] or continuous time Stochastic Volatility models [2]. The term realised volatility can be broadly defined as the sum of in-

1Basel II are recommendations on banking laws and regulations issued by the Basel Committee on Banking Supervision.
tradeday squared returns, measured at short intervals [3]. Such a non-parametric volatility estimator has been shown to provide an accurate estimate of the latent process that defines volatility [5] and therefore, through realised volatility estimation, the latent volatility process is theoretically observable from historical intraday returns.

Genetic Programming (GP) is a powerful model induction methodology which has been widely applied for symbolic regression [6, 7]. A number of studies have previously applied GP for volatility modeling [9, 11, 12, 13, 15] but there are still some important questions which have not been addressed.

In particular, market conditions have been documented in the finance literature as having a high correlation with volatility in a variety of settings. A sample of these studies include [16] which examined the relationship between trading volume and volatility, [17] which examined the relationship between the number of transactions and volatility, [18] examined the relationship between price range and volatility, [39] examined the relationship between interest rates and volatility, [20] examined the relationship between implied volatility and volatility and [21] which examined the relationship between the bid-ask spread and volatility. This study extends previous works by identifying a range of metrics on market conditions and allowing GP to use these as inputs in modeling volatility. The calculated realised volatility is modeled directly using GP and the one-day-ahead RV is forecasted. Forecasting results from GP are compared with those from benchmark models drawn from the finance literature.

1.1 Structure of Paper

The remainder of this contribution is organised as follows. Section 2 provides some background on volatility modeling and provides the motivation for applying the GP methodology to RV forecasting. Section 3 describes the data used in this study. The forecasting results are provided in Section 4 and finally, conclusions and opportunities for future work are discussed in Section 5.

2 Overview of Volatility Modelling

In this Section we overview three key items. Initially, we provide an introduction to the concept of realised volatility. Then we briefly introduce current state-of-the-art approaches for the forecasting of realised volatility. Finally, we provide the motivation for the GP methodology adopted in this study.

2.1 Realised Volatility

Under the concept of RV, returns are assumed to be generated by the stochastic differential equation (Equation 1), which is a continuous-time stochastic process over a given time period. The time period is divided into \( t_i \) equally-spaced adjacent intervals and the quadratic variation is defined as the limit of the sum of squared returns over these intervals, as the length of the sampling intervals goes to zero, where \( t_i \) and \( t_{i-1} \) are adjacent intervals (Equation 2). This limit is well-defined in the case of the logarithm price process \( p(t) \), which is a semi-martingale. In the general semi-martingale case, assuming some (mild) restrictions on the types of leverage, the quadratic variation is an unbiased estimator of the integrated variance, \( \int_0^T \sigma^2(t)dt \), and the square root of the quadratic variation is called realised volatility.

\[
dp(t) = \sigma(t)dw(t) \tag{1}
\]

\[
\lim_{i \to \infty} \left( \sum_i (p(t_i) - p(t_{i-1}))^2 \right) \tag{2}
\]

Realised volatility can be used to measure the intraday volatility by summing up the intraday squared returns at short intervals, such as five or fifteen-minute intervals [24]. This concept is very important to volatility modeling. It has been pointed out in [23] that the standard volatility models used for forecasting at the daily level cannot readily accommodate the information in intraday data. The models specified directly for intraday data generally fail to capture the longer interdaily volatility movements sufficiently well. In contrast, using RV allows us to model volatility using relatively high frequency data, and also permits capture of stylised facts concerning interday volatility [23, 24].

In an ideal world, the quadratic variation from shorter intervals (as per Equation 2) is always closer to the integrated volatility than the one calculated using longer intervals. However, returns measured
at intervals shorter than five minutes are plagued by spurious serial correlation caused by various market microstructure effects including asynchronous trading, discrete price observations, and the bid-ask bounce [5].

There are different sampling schemes to estimate the realised volatility as reviewed in [22]. In this study, the RV estimation approach in [25] is followed as we use the same futures index data, FTSE 100 prices. It is also noted that the RV estimated using this method [25] successfully captured the stylised long-memory effect inherent in volatility.

2.2 Conventional RV Forecasting Models

It is well documented in the finance literature that realised volatility is a highly persistent process which has a long memory. Conventional methods used in modeling RV include ARFIMA (Autoregressive Fractionally Integrated Moving Average) [23, 26], HAR (Heterogeneous Autoregressive) proposed by [27], the simple AR (Autoregressive) type model [28, 29], and SV (Stochastic Volatility) with volatility treated as observable [29]. Recently there have also been HAR-type extended models including the HAR-GARCH model proposed by [30], and HAR with a jump process as proposed by [31].

A broad series of empirical work [29, 30, 32] has sought to compare the performance of various RV forecasting models.

In [30], ARFIMA, HAR and HAR-GARCH are compared based on tick-by-tick transaction prices from S&P 500 index futures data (1985-2004) with HAR-GARCH producing the best forecasting performance in terms of several metrics including $R^2$, RMSE (Root Mean Squared Error), MAE (Mean Absolute Error) and RMSPE (Root Mean Squared Percentage Error). In [32], AR, ARFIMA and HAR are compared and HAR gives the best result in terms of RMSE, MAE and $R^2$. This conclusion is drawn on a dataset consisting of tick-by-tick series for USDCHF (1989 to 2003), S&P 500 Futures (1990-2007) and 30-year US Treasury Bond Futures (1990-2003). In [29], simple AR, SV and HAR are compared and HAR gives the best forecasting performance in terms of RMSE, MAE and other measures on a dataset of equity market indices of SPX and DJIA (1997-2011) and two exchange rates CADUSD and USDGBP (1998-2011). The ARFIMA has been reported in [30] and [32] to give a similar performance as HAR, however, its estimation procedure is more complex.

2.3 Motivation for Applying GP to RV Modelling

RV transfers intraday return information to an observable volatility, and therefore allows volatility to be modeled directly. While traditional methods of RV modeling rely solely on lagged values of RV (see Section 2.2), it has been documented that trading volume, number of transactions, price range (including the range of open and close, high and low), bid-ask spread and implied volatility have predicative information / explanatory power for volatility.

It has been noted in [33] that different market information is likely to capture distinct subtle aspects of the volatility process, the relative prominence of which may vary over time. Also different market information may suffer to greater or lesser extents from market microstructure biases. A study by [33] indicates that using a combination of the outputs from a series of GARCH models, with different volatility predictors, could reduce the forecast errors in a range of examined stocks.

In prior works, most studies [34, 35, 36, 37, 38, 39, 33, 40] used market information to explain / forecast conditional volatility in a GARCH type framework. The market information was added in the conditional variance equation as an explanatory factor but the underlying model was linear. The nonlinear Granger causality test conducted in [41] shows there is extensive evidence of bidirectional feedback between volume and volatility which such approaches cannot capture.

In summary, while we have some knowledge of the likely set of explanatory variables (based on market conditions) from prior literature, we still lack a clear theoretical framework as to which of these variables are most important and how they should link together to form a quality model for forecasting of RV. This setting of a theory-weak environment suggests a useful role for powerful model induction methodologies such as GP [6, 8].

In this study, GP is used to select from a set of plausible explanatory variables as identified in the finance literature, and then link them to RV by si-
multaneously evolving a suitable functional form. The functional form returned from training is then used to forecast a one-day-ahead RV. The model is re-trained each day using most recent information as no assumption is made in the modeling process that the relative importance of each explanatory variable remains unchanged over time. The performance of the GP models is compared with a HAR model which only uses RV lagged information as inputs, a GARCH model, which models RV and its volatility together and a linear regression model, which uses the same explanatory factors that are used to train the GP model. It should be noted that given the importance of volatility forecasts across a range of investment decisions, even small improvements in forecast accuracy can have significant practical implications.

3 Data and Methodology

3.1 Background

The dataset used in this paper consists of the complete records for all quotes and trades of European-style FTSE 100 index option contracts and FTSE 100 index futures contracts in 2004 from Euronext-Liffe. The London International Financial Futures and Options Exchange (Liffe) was established in 1982 and was taken over by Euronext in January 2002 to form a market called Euronext-Liffe. Since 2000, all trading in financial contracts on Liffe takes place on an electronic limit order book system, called the Liffe Connect platform.

The datasets used in this study are large, ‘ultra high frequency data’ [10], consisting of 75,755,106 records in the case of the index option dataset (41,794,081 records relating to call options and 33,961,025 records relating to put options). The index futures dataset consists of 26,271,084 observations. All of this data is time stamped.

The futures traded price data was used for RV estimation and both the trade and quote information was used to calculate intraday metrics including trading volume, bid-ask information, price range and the number of transactions. FTSE 100 index options data is used for the implied volatility calculation. Interest rate information, specifically, LIBOR rates (overnight, one-week and six-month) for 2004, were collected from Datastream.

The estimated RV is illustrated in Figure 1 (refer to Section 3.1.1 for estimation details for this data). The first six months of the data is used for initial in-sample training with the out-of-sample testing taking place during the final six months (129 trading days) of the year. Each day’s forecast of RV is determined using all data available up to and including the previous day. For the first day’s out-of-sample forecast (commencing on the first day of July), data from January 9th to June 30th is used. For the last day’s forecast (the last day of December), data from January 9th to December 30th is used. The first five trading days in January are excluded as lagged information is required in the modeling process.

![Figure 1: Annualised Daily Realised Volatility](image-url)

### 3.1.1 Realised Volatility Estimation

FTSE 100 index futures traded from 8:00 am to 5:30 pm in 2004 and therefore there are 114 five-minute intraday returns each day in our dataset, which are calculated from the latest prices before each five-minute mark in Equation 3, where \( \ln(p_{t,j}) \) is the log price for the \( j \)th five-minute interval on day \( t \) and \( r_{t,j} \) is the \( j \)th intraday return on day \( t \) with \( j = 1, 2, \ldots, 114 \).

\[
r_{t,j} = \ln(p_{t,j}) - \ln(p_{t,j-1})
\] (3)

Let \( r_{t,j}, 0 \leq j \leq n \), represent a set of \( n+1 \) intraday returns for day \( t \), so that \( j = 0 \) represents the closed-market period from the close on day \( t - 1 \) until the open on day \( t \), \( j = 1 \) represents the first five-minute on day \( t \), \ldots, concluding with \( j = n \) representing the final five-minute period on day \( t \).

The realised volatility is used to measure the intraday return volatility. The realised variance for
trading day $t$, from the close on day $t-1$ to the close on day $t$, is estimated by weighting the intraday squared returns as in Equation 4.

$$\sigma_t^2 = \sum_{j=0}^{n} \omega_j r_t^2$$  \hspace{1cm} (4)

To ensure conditionally unbiased estimates when intraday returns are uncorrelated, so that $E[\sigma_t^2 | \sigma_t^2] = \sigma_t^2$, it is necessary to apply the constraint $\sum_{j=0}^{n} \lambda_j = 1$ [25]. The $\lambda_j$ is the proportion of a trading day’s total return variance that is attributed to period $j$ and is assumed to be the same for all days $t$ in the sample. To satisfy this constraint, $\omega_j$ is estimated as in Equation 5 and $\lambda$ is estimated as in Equation 6.

$$\omega_j = \left\{ \begin{array}{ll} \frac{1}{1-n} \omega_j, & 1 \leq j \leq n \\ 0, & j = 0 \end{array} \right.$$  \hspace{1cm} (5)

$$\lambda_j = \frac{\Sigma r_t^2}{\Sigma \Sigma_{t=0}^{n} r_t^2}$$  \hspace{1cm} (6)

The average annualised volatility from the estimated RV (in Figure 1.) is 10.37 percent, which is very close to the annualised daily return standard deviation, 10.26 percent, therefore, any potential bias caused by autocorrelation among intraday returns is small. The distribution of $\ln(\sigma)$ is almost symmetric and approximately Gaussian. Applying the augmented Dickey-Fuller test indicated that the realised volatility process does not contain a unit root as expected given the high degree of mean reversion in volatility. The low decline in the autocorrelations of the realised volatility series suggests a long memory process, another well documented stylised volatility fact.

### 3.2 Predictive Market Information

The relation between volatility and other exogenous market information has received increasing attention from academic researchers and a selection of the most commonly proposed explanatory variables are summarised in Table 1.

Based on this, the potential explanatory variables related to market conditions used in this study include price range, bid-ask spread, trading volume, number of transactions, corresponding implied volatility and interest rates. The lagged information in Table 2 is also used in the RV modeling process.

#### 3.2.1 Implied Volatility

The implied volatility of at-the-money (ATM) one-month options is calculated from a volatility surface, which is fitted using all available trading information for FTSE 100 Index Options on the previous day. It is shown in Figure 2., and exhibits similar patterns as RV including long memory and persistence. However it should be noted that the implied volatility measure is an annualised estimate of the square root of the integrated variance over the subsequent one-month horizon and is significantly higher than the realised volatility estimates which is a single day measure of volatility even though this realised volatility value is also annualised. The difference between the implied volatility and the realised volatility is often referred to as the volatility risk premium. Thus the one-month ATM implied volatility may contain important information on the future path of the volatility so is a potentially useful explanatory variable to include in the modeling of realised volatility. Therefore lags of one to five periods of the implied volatility are included as explanatory variables in the modeling process.

#### 3.2.2 Price Range

There are two daily information variables created for the price range category including the absolute difference of open price and close price and the absolute difference of the days highest price and the days lowest price. The squared daily return is also used as an explanatory variable. It is a proxy for the absolute price range from the close of adjacent days. The price range information is shown in Figure 5 and Figure 6. The squared daily returns are illustrated in Figure 7. These figures display the typical volatility clustering patterns often observed in financial time series with periods of market turbulence inter-dispersed with periods of tranquillity.

#### 3.2.3 Trading Volume

There are two variables created for trading volume using the available data, namely total trading volume per day and average five-minute trading volume. The number of daily total transactions and the average trading duration (waiting time between
Table 1: Market/Economic Condition Variables Used in Volatility Forecasting

<table>
<thead>
<tr>
<th>Volatility Forecasting Study</th>
<th>Predictive Variables Considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>[43]</td>
<td>Daily high-low range</td>
</tr>
<tr>
<td>[33]</td>
<td>Realised range, realised power variation</td>
</tr>
<tr>
<td></td>
<td>Realised bipower variant and volume</td>
</tr>
<tr>
<td>[44]</td>
<td>Trading volume and implied volatility</td>
</tr>
<tr>
<td>[45]</td>
<td>5 Categories (38 variables) tested</td>
</tr>
<tr>
<td>[50] [49] [48] [47] [20] [46]</td>
<td>Implied volatility</td>
</tr>
<tr>
<td></td>
<td>Volume</td>
</tr>
</tbody>
</table>

This table gives market/economic information variables used in volatility forecasting in different studies besides the lagged volatility and return information.

Figure 2: Implied Volatility of ATM Option Expiry in One Month
trades) are also used. These variables are illustrated in Figures 8 to 11. It is clear that the spikes in trading volume tend to coincide with higher volatility periods as shown in the daily price range and squared return figures, although the trading volume/transaction figures show that large jumps decay away more slowly than the daily price range and squared return values. Furthermore when volatility is high the average trading duration is low as the number of trades tend to increase in these higher volatility periods.

### 3.2.4 Bid-Ask Spread

For bid-ask spread metrics, two variables are created using the available data, namely the daily average bid-ask spread, and the maximum bid-ask spread. These are illustrated in Figure 12, and Figure 13. As expected the maximum bid-ask spread is more volatile than the average bid-ask spread varying between 0.2 and 0.13 index points\(^1\) whereas the average bid-ask spread is approximately 0.06 of an index point. It should be noted that the average index value over this period was approximately 4,523 thus the average bid-ask spread on the futures contracts in a proportionate sense is approximately 0.13 basis points (where one basis point is one hundredth of one percent) emphasising the high liquidity and low trading costs of FTSE 100 futures contracts.

### 3.2.5 Other Explanatory Variables

The squared RV is included as explanatory variable as squared RV is related to the RV’s volatility, that is, the volatility of volatility itself. Overnight Libor, one week and six-month Libor are used as the nominal interest rate proxies and are illustrated in Figures 14-16.

Comparing all the figures, the implied volatility series (in Figure 2), the absolute difference of the daily highest and lowest price (in Figure 6) and daily total transaction number (in Figure 10) seem to be highly associated with the annualised RV (in Figure 1). However, these market variables are all related one to another. In general, when the volatility is high, the price range tends to be high, the transaction volume tends to be high, the trading duration tends to be small, the bid-ask spread tends to be small and the interest rate tends to be low. The relationships invert when volatility is low.

### 3.3 GP Approach

In this study we employ GP for symbolic regression. The target variable is realised volatility and the evaluation of an individual GP tree is therefore an RV forecast. The available GP terminal set is outlined in Table 2 and the available function set is described in Table 3. Potential included variables in the GP trees include, five lagged values of RV, average daily trading (duration how often a trade occurs in a day), and Implied Volatility (IV) (estimated from the FTSE 100 index options data). The factors in Table 2 are from the previous day’s information if no explicit lag indication given.

Each GP individual has a fitness value which indicates how well it performs when tested in-sample on the training dataset. The fitness function in this application is the mean squared error as defined in Equation 7, where \(RV_{\text{target}}\) is the target RV value, \(RV_{\text{ind}}\) is the evaluation of the individual, and \(\text{Number}_{\text{Days}}\) is the number of data points in the training dataset.

\[
\text{Fitness} = \frac{\sqrt{\sum (RV_{\text{target}} - RV_{\text{ind}})^2}}{\text{Number}_{\text{Days}}} \quad (7)
\]

In the experiments, all results are reported averaged across 10 runs and each GP run consists of 50,000 individuals evolved over 50 generations. The operation of the GP system is illustrated in Figure 3. In order to reduce the chance of over-fitting, the maximum tree depth is set to six, based on initial experimentation. The training process is summarized in Figure 4.

### 3.4 Benchmark Models

Below we briefly outline the three benchmark models against which we compare the evolved GP models. The models are drawn from extant studies which forecast RV and include the Heterogeneous Autoregressive model (HAR), a generalised autoregressive conditional heteroscedastic (GARCH) model, and a stepwise regression (SR) model.

\(^1\)Each futures contract is worth 10 times the index when the futures contract expires so a bid-ask spread of 1 point in the futures contract is equivalent to a bid-ask spread of 0.1 point in the underlying index.
Table 2: Potential Explanatory Factors Used in GP

RV Lagged Information (one to five days lag)
Absolute Difference of Day Open and Close Price
Absolute Difference of Day Highest and Lowest Price
Daily Total Trading Volume
Average Five-minute Trading Volume
Daily Number of Transactions
Average Daily Absolute Difference of Bid and Ask Price
Maximum Daily Absolute Difference of Bid and Ask Price
Implied Volatility (IV) of a 1 Month at the Money Option
Average Daily Trading Duration in Seconds
Squared Daily Return
Squared RV
IV Lagged Information (two to five days lag)
Daily Libor
Weekly Libor
Six-month Libor

Figure 3: Flow Chart of GP Process
3.4.1 HAR model

In the Heterogeneous Autoregressive model (HAR) [32], RV is modeled using lagged information, including RV one day before, average RV in the last week and average RV in the last month. This model is provided in Equation 8, where \( c \), \( \alpha \), \( \beta \) and \( \gamma \) are constant coefficients.

\[
RV_t = c + \alpha RV_{t-1} + \beta RV_w + \gamma RV_m
\]

\[
RV_w = \frac{1}{5} \sum_{i=1}^{5} RV_{t-i},
\]

\[
RV_m = \frac{1}{21} \sum_{i=1}^{21} RV_{t-i}
\]  

(8)

The model coefficients are re-trained for each forecasted day.

3.4.2 GARCH Model

In the generalised autoregressive conditional heteroscedastic (GARCH) model, RV and its volatility (\( \epsilon \)) are modeled jointly in Eqs. 9, in which Equation 9a is the mean equation and Equation 9c is the conditional variance equation. \( z_t \) in Equation 9b is a white noise process. \( c \), \( \alpha \), \( \beta \), \( k \), \( \phi \) and \( \eta \) are constant coefficients, and \( \epsilon_{t-i} \) are independent identically distributed random variables sampled from a standard normal distribution.

\[
RV_t = c + \sum_{i=1}^{p} \alpha_i RV_{t-i} + \sum_{i=1}^{q} \beta_i \epsilon_{t-i} + \nu_t
\]  

(9a)

\[
\nu_t = \nu_t z_t
\]  

(9b)

\[
\nu_t^2 = k + \sum_{i=1}^{p} \phi_i \nu_{t-i}^2 + \sum_{i=1}^{q} \eta_i \epsilon_{t-i}^2
\]  

(9c)

3.5 SR Model

Stepwise regression (SR) is a systematic method for adding and removing potential explanatory variables from a multilinear model based on their statistical significance. The method begins with an initial model and then compares the explanatory power of incrementally larger and smaller models. At each step, the \( p \) value of an \( F \)-statistic is computed to test models with and without a potential factor. If a factor is not currently in the model, the null hypothesis is that the factor would have a zero coefficient if added to the model. If there is sufficient evidence to reject the null hypothesis, the factor is added to the model. Conversely, if a factor is currently in the model, the null hypothesis is that the factor has a zero coefficient. If there is insufficient evidence to reject the null hypothesis, the factor is removed from the model.

In this stepwise regression model, all market information variables in Table 2 are considered as potential explanatory variables. The stepwise regression model is fitted for each day’s RV forecast based on the in-sample training dataset, which is from the starting day until one day before the day to be forecasted and this is the same as GP model’s training dataset as explained in Section 3.3. As shown in Equation 10 the factors in each day’s forecasting model may vary in the stepwise selected linear regression model. By default there is always a constant intercept \( c \).
**Table 3:** Function Set Available to GP

<table>
<thead>
<tr>
<th>Function Set Available to GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addition</td>
</tr>
<tr>
<td>Subtraction</td>
</tr>
<tr>
<td>Multiplication</td>
</tr>
<tr>
<td>Division</td>
</tr>
<tr>
<td>Cumulative Distribution Function of Normal Distribution</td>
</tr>
<tr>
<td>Exponential Function</td>
</tr>
<tr>
<td>Nature Logarithm Function</td>
</tr>
<tr>
<td>Square Root</td>
</tr>
<tr>
<td>Cube Root</td>
</tr>
<tr>
<td>Sine Function</td>
</tr>
<tr>
<td>Cosine Function</td>
</tr>
</tbody>
</table>

\[
RV_i = c + \alpha_1 Var_1 + \alpha_2 Var_2 \cdots + \alpha_i Var_i \tag{10}
\]

## 4 Results

The out-of-sample results from our experiments are reported in this Section. Initially, we report the forecast errors for each modeling methodology, then we present a statistical analysis of these results. Finally, we report the results from a series of information encompassing tests.

### 4.1 Forecast Errors

The forecast errors are presented in Table 4. In this table, three measures of forecast error (MAE, MAPE and RMSE) are presented for GP and the benchmark models. The final column in the table presents the \( R^2 \) from the linear regression which regresses the actual RV against the predicted values from each method.

The results indicate that using the average of the GP models’ predictions produces a smaller MAE, MAPE and RMSE and also a notably higher correlation in terms of \( R^2 \) than is the case for the three benchmark models.

Comparing the three benchmark models amongst themselves, the SR model performs slightly better than the HAR model and the GARCH model in terms of MAE and MAPE error metrics. Using RMSE as the error metric, we note that the HAR model performs slightly better than the GARCH model and SR models. Considering \( R^2 \), HAR produces an \( R^2 \) of 30.4% as against 25.4% for the SR model, despite the SR model using the same market condition variables as per the GP approach whereas the HAR model only uses lagged volatility information as inputs. The GARCH model produces an \( R^2 \) of 29.71%, close to that of the HAR model.

### 4.2 Statistical Analysis

A series of statistical tests were undertaken to determine the significance of the results including three Diebold-Mariano tests introduced by [4] to test the equality of forecast accuracy between two models. The tests relate prediction error to some very general loss function and analyse the loss differential derived from errors produced by two competing models. The three tests include an asymptotic test that corrects for series correlation and two exact finite sample tests based on the sign test and the Wilcoxon signed-rank test. The last two sign-based tests in particular, works well for small samples.

In this application, the differential loss is defined as the difference of the squared forecast errors from two competing models. The differential loss series \((d_i)\) are calculated in Equation 11, where \(\text{Predicted}_i^a\) is the predicted value by model \(a\) and \(\text{Predicted}_i^b\) is the one from model \(b\) for the \(i^{th}\) RV observation \((i = 1, \ldots, T)\). Under the null hypothesis, the two competing models give equally accurate results. The alternative hypothesis is that two prediction models do not give equally accurate results. Three test statistics are shown in [4] to follow a standard normal distribution. The null hypothesis will be rejected at the 5 percent significant level if \(|S| > 1.96\).
Comparing the three benchmark models

\[ d_i = (RV_i - Predicted_i)^2 - (RV_i - Predicted_i')^2 \]  

(11)

- The Asymptotic Test: According to the Central Limit Theorem, when the sample size is large, the sample mean of the loss differential approximately follows a normal distribution with constant mean and variance. \( \bar{d} \) is the sample mean and \( \bar{\text{var}} \) is the estimate of the asymptotic long-run variance of \( \sqrt{T} \bar{d} \). In this application the forecast is only one step ahead, therefore no correlation adjustment is needed and \( \bar{\text{var}} \) is calculated as the variance of loss differential series. The statistic test is as per Equation 12.

\[ S_1 = \frac{\bar{d}}{\sqrt{\bar{\text{var}}}} \sim_A N(0, 1) \]  

(12)

- The Sign Test: When the sample size is small, a finite sample test such as the sign test can be conducted. The sign test statistic is constructed in Equation 13, where \( I(d_i) \) is one for \( d_i > 0 \) and otherwise zero.

\[ S_2 = \frac{\sum_{i=1}^{T} I(d_i) - 0.5T}{\sqrt{0.25T}} \sim_A N(0, 1) \]  

(13)

- Wilcoxon’s Signed Test: The test statistic is as per Equation 14, where \( \text{rank}(|d_i|) \) is the rank of the absolute values of loss differential series.

\[ S_3 = \frac{\sum_{i=1}^{T} |d_i| \cdot \text{rank}(|d_i|) - 0.5T}{\sqrt{0.25T}} \sim_A N(0, 1) \]  

(14)

Diebold-Mariano tests undertaken on a pairwise basis for the three competing models on the full out-of-sample time period are in Table 4. The resulting statistics are provided in Table 5. The null hypothesis, that two models give equal results in terms of forecasting accuracy, will be rejected at a 5 percent level if the relevant reported test statistic \( |X| > 1.96 \).

### 4.2.1 Summary of Statistical Results

The results from all three statistical tests give consistent results, that the prediction from GP is significantly different, from that produced by the HAR, GARCH and SR model, and as already seen in Table 4, the GP forecasts produced lowest error measures (and highest \( R^2 \)) among the competing models. The null hypothesis of no difference in the predictive accuracy between the methods, is rejected by three Diebold-Mariano tests at a 5 percent level for GP model against the HAR, GARCH and SR model. All three statistical tests also consistently confirm that there is no statistical difference in the predictions from three benchmark models although one model is better than the other in the tested error measures.

### 4.3 Information Encompassing Tests

These tests are used to determine whether one of a pair of forecasts contains all the useful information for a forecast, or conversely, does one forecast contain additional information not captured by the other. In this case, use of a combination of the forecasts can produce a better forecast than either alone.

The forecast information encompassing tests are performed using regression analysis on the full out-of-sample time period and the results are displayed in Table 6.

\[ RV = \alpha + \beta \text{Predicted} \]  

(15)
Table 5: Diebold-Mariano Tests

<table>
<thead>
<tr>
<th></th>
<th>HAR</th>
<th>GARCH</th>
<th>SR</th>
<th>GP-avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>-0.4731</td>
<td>-0.0880</td>
<td>-0.3303</td>
<td>3.3858</td>
</tr>
<tr>
<td>X2</td>
<td>-0.0559</td>
<td>0.7924</td>
<td>0.2809</td>
<td>3.4519</td>
</tr>
<tr>
<td>X3</td>
<td>-0.1054</td>
<td>0.7924</td>
<td>0.8545</td>
<td>3.4055</td>
</tr>
<tr>
<td>X1</td>
<td>-0.3303</td>
<td>0.7924</td>
<td>0.8545</td>
<td>4.1235</td>
</tr>
<tr>
<td>X2</td>
<td>0.7924</td>
<td>0.7924</td>
<td>2.7294</td>
<td>2.7294</td>
</tr>
<tr>
<td>X3</td>
<td>0.2809</td>
<td>0.8545</td>
<td>3.3744</td>
<td>3.3744</td>
</tr>
</tbody>
</table>

This table gives D-M tests including the asymptotic test (X1), sign test (X2) and Wilcoxon’s signed test (X3) on the full out-of-sample period. The null hypothesis that two models give equal accuracy results will be rejected at 5 percent significant level if $|X| > 1.96$.

Initially, a single factor analysis is performed for each model, where RV is the dependent variable and the prediction from each model is the explanatory variable as in Equation 15. The results from this are reported in Table 6. In evaluating these results it is important to distinguish between bias and predictive accuracy. In this single factor analysis, the prediction is unbiased only if $\alpha = 0$ and $\beta = 1$. The predictive power is indicated by $R^2$. A higher $R^2$ means higher predictive power. Ideally, we seek a forecast with low residual error and high $R^2$ [5]. While it might appear that bias is always undesirable, a biased forecast can still have predictive utility and conversely an unbiased forecast is of little use if the forecast errors produced by it are large.

The coefficients fitted in the single factor regression analysis in Table 6 shows that forecast results from the benchmark models (HAR, GARCH and SR) are closer to an unbiased prediction than those produced by GP. The intercept $\alpha$ are very close to zero and the coefficient for the model prediction, $\beta$ are closer to one in the HAR model. In the case of GP, $\alpha$ is significant as it is not zero at the 5 percent level and the $\beta$ value of 1.2813 is significantly higher than one. However, indicated by $R^2$ the predictive power from GP is much higher than that of the other models and hence it has significant utility despite its bias.

The second group of Information Encompassing Tests adds an extra prediction result from another model to the right-hand side of Equation 15 as a second regressor. An increased adjusted $R^2$ indicates that the first model can not subsume the second model and therefore that the second model provides extra predictive power. In other words, we are testing whether adding the prediction result from a second model as an extra explanatory factor can further improve the prediction result.

The adjusted $R^2$ from the regression of RV against the prediction from GP is found to be 38.84%, higher than the values for HAR, GARCH and SR. The adjusted $R^2$ values for the regression when both GP and one of the benchmark models, HAR / GARCH / SR forecasting results are used as regressors for RV increase to 40.20%, 39.24%, and 44.38% respectively. This indicates that the prediction from GP does not fully subsume the prediction from the benchmark models and suggests that a joint forecast from a hybrid of GP and the benchmark HAR, GARCH and SR models could potentially produce a higher predictive power.

From the empirical results, GP produces better forecasts than the benchmark models. There are two plausible reasons for this. First, GP takes account of market conditions (as inputs) in forecasting RV. Second, GP permits the use of non-linear functional forms between the RV and market conditions.
Forecasting daily returns volatility is crucial in finance. Traditionally, volatility is modeled using a time-series of lagged information only, an approach which is in essence atheoretical. Although the relationship of market conditions and volatility has been studied for decades, we still lack a clear theoretical framework to allow us to forecast volatility, despite having many plausible explanatory variables. This setting of a theory-weak environment suggests a useful role for powerful model induction methodologies such as Genetic Programming. This study forecasts one-day ahead realised volatility (RV) using a GP methodology that incorporates information on market conditions including trading volume, number of transactions, bid-ask spread, average trade duration and implied volatility. The forecasting result from GP is significantly better than that produced by the heterogeneous autoregressive model (HAR), the generalized autoregressive conditional heteroscedasticity (GARCH) and a linear stepwise regression (SR) model. Further, the regression-based Information Encompassing Tests show that the forecasts from benchmark models contain information not captured by GP, which indicates that a combination forecast from GP and conventional models could potentially improve forecast performance further. This is left for future work.

5 Conclusions

The above two tables provides forecast Information Encompassing Test results on the out-of-sample time period. The first table gives a regression fitting result when regressing the RV on the predicted value from each of five models as shown in Equation 15. The second table gives the adjusted $R^2$ when extra predictive results from another model is added in to the right-hand side of the Equation 15 as a second regressor. An increased adjusted $R^2$ indicates that the first model can not subsume the second model and the second model provides extra predictive power.

**Table 6: Out-of-sample Forecast Information Encompassing Test**

<table>
<thead>
<tr>
<th></th>
<th>HAR</th>
<th>GARCH</th>
<th>SR</th>
<th>GP-avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>-0.0048</td>
<td>-0.0132</td>
<td>0.0028</td>
<td>-0.0302</td>
</tr>
<tr>
<td>p-Value</td>
<td>0.7302</td>
<td>0.3863</td>
<td>0.8471</td>
<td>0.0346</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.0043</td>
<td>1.0876</td>
<td>0.9545</td>
<td>1.2813</td>
</tr>
<tr>
<td>p-Value</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$R^2$</td>
<td>30.42%</td>
<td>29.71%</td>
<td>25.39%</td>
<td>39.32%</td>
</tr>
<tr>
<td>Adj-$R^2$</td>
<td>29.87%</td>
<td>29.16%</td>
<td>24.80%</td>
<td>38.84%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>HAR</th>
<th>GARCH</th>
<th>SR</th>
<th>GP-avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adj-$R^2$ 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adj-$R^2$ 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is found from analysis of the form of GP generated solutions that some variables including lagged values of RV, and average trading duration occurred frequently. The relationship between these factors and RV seem robust over time.
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Abstract

A novel approach for instance selection in classification problems is presented. This adaptive instance selection is designed to simultaneously decrease the amount of computation resources required and increase the classification quality achieved. The approach generates new training samples during the evolutionary process and changes the training set for the algorithm. The instance selection is guided by means of changing probabilities, so that the algorithm concentrates on problematic examples which are difficult to classify. The hybrid fuzzy classification algorithm with a self-configuration procedure is used as a problem solver. The classification quality is tested upon 9 problem data sets from the KEEL repository. A special balancing strategy is used in the instance selection approach to improve the classification quality on imbalanced datasets. The results prove the usefulness of the proposed approach as compared with other classification methods.

Keywords: Fuzzy classification, instance selection, genetic fuzzy system, self-configuration

1 Introduction

Today the area of machine learning (ML) techniques is quickly developing due to recent advances in computer and internet technologies. These advances led to the need to process, analyse and understand massive amounts of data. Modern machine learning methods often use evolutionary algorithms (EAs) as design techniques to adjust the weights or define the structure of the solution. The classical evolutionary algorithm – the genetic algorithm (GA) is a powerful method, although there is a set of specialized approaches for various problems, such as neural network structure design and weight adjustment, neuro-fuzzy inference system design, fuzzy rule base design, etc. The specialized evolutionary algorithms applied to solve machine learning problems are called genetics-based machine learning methods (GBML). A typical application of such methods is solving of classification problems [1-3].

In this paper we focus on fuzzy classification methods, i.e. fuzzy rule bases. There is a set of GBML approaches used to solve the problem of a fuzzy rule base design for classification. These methods differ in several ways: some of them optimize the positions and shape of fuzzy terms, while others optimize the rules and their combinations. The so-called Pittsburg approach, when an individual in the EA is a rule base, is used more often than the Michigan algorithm, when an individual is a single rule. However, the methods which combine both the Michigan and Pittsburgh approaches seem to be the most promising.
In the case of solving real-world classification problems, researchers may face different issues related to the data available. These issues are: too large or too small amount of data available, large numbers of classes, irrelevant features and instances, errors in data measurements and missing data, imbalances in the amount of data per class and so on. These issues may cause serious difficulties in learning the actual background of the real-world process and representing it in a classification model. In this paper we focus on two main problems: a large amount of data and an imbalance in the number of instances.

The problem of a large amount of data can be solved with data reduction methods (DR). There are several groups of methods, including training set selection (TSS), active learning, instance selection (IS) and feature selection. In our work we concentrate on instance selection methods, which are used for supervised learning problems, such as classification. Instance selection and feature selection methods are divided into two groups: filter and wrapper approaches.

Instance selection is strongly connected to the problem of irrelevant instances in the training sample. Removing instances from the training set does not necessarily lead to the loss of information, especially in the case of a large number of training examples. So, the instance selection method can be not only a way to decrease the computational complexity of an algorithm, but also a method to increase the overall accuracy of the resulting model. The idea behind this study is the development of a method for selecting the instances in such a way in order to increase the learning capabilities of a GBML algorithm.

As a GBML method for our experiments, we used our modification of the hybrid fuzzy evolutionary algorithm, originally proposed by the H. Ishibuchi group. Our modifications include self-configuration, parameter tuning and some adjustments for imbalanced datasets. Unlike our previous work, in this paper we perform instance selection testing for different parameters and also consider the influence of instance selection on various classification measures. Special attention is paid to the class imbalance problem.

The rest of the paper is organized as follows: Section 2 describes the classification method, Section 3 contains the description of an instance selection approach, Section 4 contains the experimental results, and Section 5 concludes the paper.

2 Hybrid fuzzy GBML algorithm

The original hybrid fuzzy evolutionary algorithm was introduced by H. Ishibuchi et. al. in [4]. However, as we developed our method from scratch, we provide a short description of our implementation.

The main loop of the evolutionary algorithm implements the Pittsburg approach, i.e. each individual is a rule base. The number of rules in the rule base is not fixed and may change during the evolutionary process for every individual.

There were four different fuzzy partitions used, namely partitions into 2, 3, 4 and 5 fuzzy terms, as well as the “don’t care” condition, resulting in 15 fuzzy sets $A_0 - A_{14}$. The fuzzy sets are presented in Figure 1.

![Figure 1. Fuzzy partitions](image)

Each rule was represented as an integer string number from 0 to 14. The Pittsburg-type algorithm consists of the following steps:

1. Initialization using instances from the training set
2. Fitness calculation
3. Selection, Crossover, Mutation
4. Apply the Michigan-style part to each individual
5. If stopping criteria are not satisfied, go to step 2.
The Michigan part contain the following steps:

1. Define each rule in a rule base as an individual and calculate its fitness.
2. Remove or add new rules to the rule base with genetic or heuristic approach.
3. Return the modified rule base to the population.

Let us describe each step in detail. The initialization procedure uses instances from the training set to generate new rules. This step is important as in the case of a large number of features it is difficult to randomly generate a rule which would describe at least one instance correctly. To generate a rule, a random instance is taken from the sample, and the membership values $\mu$ are calculated for each variable for all fuzzy sets. After this, the probability of a fuzzy set to be selected is determined as

$$P(A_j) = \frac{\mu_{A_j}(x_{pi})}{\sum_{k=1}^{14} \mu_{A_k}(x_{pi})}.$$  

The same procedure is repeated for all variables. Next, for every variable the fuzzy set number is changed to “Don’t care” condition with 0.9 probability. After generating a rule, the confidence value is calculated using the available:

$$Conf(A_q \rightarrow Classk) = \frac{\sum_{k=1}^{14} \mu_{A_k}(x_{pi})}{\sum_{k=1}^{14} \mu_{A_k}(x_{pi})}.$$  

If the confidence value is larger than 0.5, then the fuzzy rule is added into the rule base.

The class number associated with a rule is not coded in the chromosome, and is determined heuristic using confidence values. For this purpose, the confidence values are calculated for all classes for every rule, and the class number corresponding to the largest confidence value is set.

The rule weight [5] is also calculated using confidence value:

$$CF_q = Conf(A_q \rightarrow Classk) - \sum_{k=1, k \neq C_q}^{M} Conf(A_q \rightarrow Classk).$$

The classification is performed by determining the winner-rule, i.e. the rule that has the largest $\mu_{A_q}(x_{pi})$ $CF_q$ value. The instance is classified into a class, corresponding to the winner-rule.

We generated rules 20 times for each individual, and the maximum number of rules in the algorithm was limited to 40. If all the rules received confidence values lower than 0.5, i.e. the rule base was empty, than the generation procedure was repeated.

The fitness value for all individuals was calculated as a combination of three main criteria, the training sample error $f_1(i)$, the number of rules $f_3(i)$, and the total length of all rules $f_2(i)$. The training sample error was the percentage with weight coefficient $w_1 = 1$, the two other criteria were used with weights $w_2 = 1$ and $w_3 = 1$.

For the selection step we applied three classical selection schemes, i.e. fitness proportional, rank and tournament selection with tournament size of 2.

There was only one specialized crossover operator used, which combines two rule bases to produce one offspring. For this purpose, the number of rules for the offspring is determined as a random number from 1 to $|S_1| + |S_2|$, where $|S_i|$ is the number of rules for individual $i$. If $|S_1| + |S_2|$ exceeds the maximum number of rules (i.e. 40 in our computational experiments) then the number of rules is set to be equal to this maximum number. After this, the rule base is filled with new rules in a random way from a general rule pool created from parents’ rules.

The mutation step is similar to the one used in GAs. The probability of a gen (fuzzy set) to be changed is defined as $1/(n \cdot |S_1|)$ for average mutation, $3/(n \cdot |S_1|)$ for strong mutation and $1/(3 \cdot n \cdot |S_1|)$ for weak mutation, where $n$ is the number of variables. Each of the fuzzy sets in a rule base could mutate, including “Don’t care” conditions. If the confidence value of a fuzzy rule after the use of the mutation operator becomes lower than 0.5, the rule is excluded from the rule base. If there are no rules left after mutation then several rules are generated using the same procedure as at the initialization step.

The Michigan-style part is applied to every rule base after the mutation operator. At the first step, the fitness values are calculated for every rule. The rule fitness is equal to the number of instances correctly classified with this rule. If there are two identical rules, only one of them gets the non-zero fitness value. There were three types of the Michigan
part: adding new rules, deleting rules and replacing rules, i.e. first deleting, then adding. In the case of deleting rules, the number of rules $k$ to be deleted is defined as $5 \cdot (k - 1) < |S| < 5 \cdot k$. The rules with the lowest fitness values are deleted first. In the case of adding new rules, the number of rules to be added is defined in the same way as for deleting, but if the number of rules exceeds the maximum number of rules then no rule is added.

New rules are added with the use of two different methods, heuristic and genetic ones. The heuristic method uses incorrectly classified instances to generate new rules using the same procedure as at the initialization step. The genetic method uses rules from the rule base to produce new rules with the tournament selection, uniform crossover and average mutation as in the genetic algorithm.

One of the modifications of the original algorithm was the self-configuration procedure which was implemented for selection, mutation, the Michigan part and adding rules in the Michigan part. The self-configuration method was first introduced in [6, 7] and was successfully applied to a similar problem in [8]. The main idea of the method is the assigning to genetic operators of the probabilities to be used in the future based on their success in the past. The method uses averaged fitness values of offspring generated by a certain operator to select a winner-operator at each generation. The winner’s probability increases, while all other operators get their probabilities decreased.

We will describe this method in detail. Let $z$ be the number of different operators of the $i-th$ type. The starting probability values are set to $p_i = 1/z$. The success estimation for every type of operator is performed based on the averaged fitness values:

$$AvgFit_i = \frac{1}{2} \sum_{j=1}^{n_i} f_{ij}, l = 1, 2, \ldots, z,$$

where $n_i$ is the number of offspring formed with the $i-th$ operator, $f_{ij}$ is the fitness value of the $j-th$ offspring, produced with the $i-th$ operator. $AvgFit_i$ is the average fitness of the solutions, produced with the $i-th$ operator. Then the probability of applying the operator, whose $AvgFit_i$ value is the highest among all the operators of this type, is increased by $(z \cdot K - K)/(z \cdot N)$, and the probabilities of applying other operators are decreased by $K/(z \cdot N)$, where $N$ is the number of evolutionary algorithm generations, $K$ is a constant value usually equal to 0.5.

### 3 Adaptive instance selection algorithm for imbalanced classification problems

As we mentioned in the Introduction, data reduction does not necessary lead to lower classification quality. In some cases excluding instances from the training set may lead to classification quality improvement, because the deleted instances were noisy, repeated many times and so on.

So, most of the instance selection methods are focused on both data reduction and classification quality improvement [9, 10]. However, these methods are mainly designed to create a subset only once, and not to train an accurate classifier.

The proposed instance selection algorithm is designed for learning algorithms which use a lot of iterations during the learning process. This method does not require any data preprocessing, it is not based on the $k-NN$ method and does not require the distance to be calculated between instances. Instead, instances are selected based on classification quality, i.e. it implements the wrapper approach.

Let us describe the idea in detail. At the first stage, a subsample of the training sample is created, having a fixed size (set by user). At this step, the instances are selected with equal probabilities. After this, the learning process starts for a number of generations (iterations), called the adaptation period. Only the training subset is used.

Here every instance receives a counter value $U_i$, which means the number of successful uses of the $i-th$ instance. At the beginning, all $U_i = 1, i=1 \ldots n$, and then are changed for every instance. At the end of the adaptation period, the best current solution, i.e. best classifier, for the subsample is used to update the counter values. Only the counters of the instances which are in the subsample are updated. If an instance $j$ was classified correctly, then $U_j = U_j + 1$, otherwise $U_j = 1$.

So, the sample instances which were classified correctly get their counters updated, while the counters for incorrectly classified measurements are reset. After the update of counters, a new subsample
is created, using new counters. The probability for an instance \( i \) to be selected is calculated using the equation:

\[
p_i = \frac{1/U_i}{\sum_{j=1}^{n} 1/U_j}.
\]

According to this equation, increasing the counter leads to a decrease in the probability of an instance being included into the subsample. The denominator in this case is needed for normalization.

Thus, the adaptive instance selection algorithm assigns lower probabilities for instances which are easier to classify. At the same time, instances which are difficult to classify or those which have not been used before get larger probabilities to be selected in the new training sample. This procedure implements two main principles: the exploration of areas of the feature space unknown before, and using information about classification quality to build a better separation between classes.

During the learning process, the best solution for every subsample is changed after every adaptation period, as it depends on the instances selected. Because of this, the probabilities are also changed, as the best solution for the subsample may present different results for the whole training set. As the sample constantly changes, different solutions can be received, improving the search process. In the case of an evolutionary algorithm being used as a learning method, during every new adaptation period, a population of solutions from the previous step is saved. Individuals in this population are able to classify instances of the new training set, but on most occasions with lower accuracy.

At each generation of the evolutionary algorithm, the best solution found for the subsample is checked on the whole sample. This step is required to exclude losing the best found solution. Moreover, the best solution for the whole training set is included into population together with the best solution for the subsample. At the end of the adaptation period, all individuals of the current population are checked on the whole training sample. This step is required as the population may contain other solutions which could have even better generalization than the best solution for the current subsample.

One more important issue during creating a subsample is setting the amount of instances to be selected for every class. If the described procedure will be used without taking the original class distribution into account, the distribution in the subsample may significantly differ. Because of this, the number of instances available for every class has to influence the subsample creation procedure. The problem of imbalanced classification with fuzzy rule bases has been previously studied in [11, 12].

One of the methods for taking this distribution into consideration is a stratified approach, which is commonly used in cross-validation. This approach is important for balanced problems, as it saves the class distribution.

However in the case of solving imbalanced classification problems, the stratified approach may be not the best way. As the described adaptive instance selection approach may choose different groups of instances, for imbalanced problems it is possible to sample more balanced subsets, than the original set. This idea is implemented in the balancing approach, which creates the subset so that the number of instances would be as balanced as possible. In this case, the minority classes may be entirely included into the training set.

![Figure 2. Example of instance selection](image)

In Figure 2, we show a graphical example of which of the instances are chosen by the algorithm and how the active instance selection procedure leads to an improvement in the classification quality. The example is a two-class problem with 31 measurements, with different class instances shown with crosses and squares. On the left side, the start of the algorithm is shown, where all instances have the same probability of being selected, shown by the size of the points. The measurements in circles
are the instances that have been selected into the current subsample. The separating surface obtained by the end of the adaptation period does not classify all patterns correctly: instances 16 and 18, which are in the subsample, are misclassified. On the right side, the next adaptation period is shown. Instances 16 and 18 did not change their size (i.e. $U_{16} = U_{18} = 1$) compared to unused instances, while all the rest (1, 3, 7, 12, 14, 19, 20, 28, 29), used and correctly classified, received a lower probability and thus a smaller size.

The lower graph in Figure 2 demonstrates the situation after several adaptation periods, where those instances that are close to the separating plane between classes have higher probabilities of being chosen (and they are actually chosen at this iteration), while the remaining instances that lie further away have lower probabilities.

4 Experimental setup and results

We performed a set of computational experiments with the presented adaptive instance selection algorithm and hybrid fuzzy GMBL algorithm to evaluate their effectiveness. The experiments were performed on a 4-core Intel Core-i7 2600K@4400MHz processor, the program system was implemented in C++ with GCC 4.8.1 compiler, only standard C++ libraries used.

The parameters of the hybrid evolutionary fuzzy classification algorithm were set in the same way for all experiments: the population size was equal to 100, the number of generations to 10000 and the maximum number of rules to 40. The parameters for the instance selection, i.e. the size of the subsample and the length of the adaptation period varied. The subsample size was set to 5%, 10%, 15%, 20%, 25% and 30% of the original training sample, the length of the adaptation period was set to 50, 100, 200 and 400 generations. Also two sampling strategies were tested – a stratified and a balancing strategy for the subsample. For each combination of parameters a 10-fold cross-validation procedure was performed twice, so that the classification quality measures were averaged over 20 runs. The standard algorithm without instance selection has also been tested.

The classification problems for testing were taken from the UCI [13] and KEEL [14] repositories. The selected problems have a large number of instances, variables and classes, some of which are highly imbalanced. The parameters of the datasets are presented in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of instances</th>
<th>Number of features</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magic</td>
<td>19020</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>5472</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Penbased</td>
<td>10992</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>Phoneme</td>
<td>5404</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Ring</td>
<td>7400</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>Satimage</td>
<td>6435</td>
<td>36</td>
<td>6</td>
</tr>
<tr>
<td>Segment</td>
<td>2310</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>Texture</td>
<td>5500</td>
<td>40</td>
<td>11</td>
</tr>
<tr>
<td>Twonorm</td>
<td>7400</td>
<td>20</td>
<td>2</td>
</tr>
</tbody>
</table>

The error values in Table 2 are the error rates in percentages. The next table contains the best results with instance selection and the stratified strategy.

The best instance selection configurations for the stratified strategy were the following, for Magic: 30% of the training sample and adaptation period length of 400 generations; for Page-blocks: 30%, 200; for Penbased: 15%, 50; Phoneme: 25%, 200; Ring: 25%, 50; Satimage: 30% , 50; Segment: 30%, 50; Texture: 25%, 50; Twonorm: 30%, 100. So, for most of the problems the best results were obtained with the maximum subsample size.

The difference between the standard method and instance selection with the stratified strategy is presented in Table 4.

The time ratio was calculated as a ratio of the modified algorithm to the standard algorithm in percentages. The maximum difference in accuracy was 3.59% (Penbased problem). Only for the Phoneme problem was the effect of instance selection negative (i.e. 1.26% lower for the training sample). The time spent by the modified algorithm was from 18% to 32% of the original, depending mainly on the size of the subsample. Results for the balancing strategy are presented in Table 5.

Table 6 contains the comparison of Tables 2 and 5.
Table 2. Results for the standard algorithm

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training error</th>
<th>Test error</th>
<th>Number of rules</th>
<th>Rule length</th>
<th>Time(minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magic</td>
<td>15.06</td>
<td>15.73</td>
<td>12.6</td>
<td>3.82</td>
<td>370.62</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>3.52</td>
<td>3.96</td>
<td>10.1</td>
<td>3.49</td>
<td>94.48</td>
</tr>
<tr>
<td>Penbased</td>
<td>7.06</td>
<td>7.46</td>
<td>30.5</td>
<td>6.23</td>
<td>385.2</td>
</tr>
<tr>
<td>Phoneme</td>
<td>15.03</td>
<td>16.48</td>
<td>18.3</td>
<td>3.01</td>
<td>84.95</td>
</tr>
<tr>
<td>Ring</td>
<td>4.64</td>
<td>5.82</td>
<td>26.6</td>
<td>3.83</td>
<td>226.70</td>
</tr>
<tr>
<td>Satimage</td>
<td>12.22</td>
<td>14.22</td>
<td>20.4</td>
<td>11.06</td>
<td>345.82</td>
</tr>
<tr>
<td>Segment</td>
<td>4.55</td>
<td>6.45</td>
<td>22.2</td>
<td>6.69</td>
<td>146.18</td>
</tr>
<tr>
<td>Texture</td>
<td>6.50</td>
<td>7.75</td>
<td>25.8</td>
<td>14.90</td>
<td>352.26</td>
</tr>
<tr>
<td>Twonorm</td>
<td>4.42</td>
<td>6.06</td>
<td>17.4</td>
<td>7.40</td>
<td>254.88</td>
</tr>
</tbody>
</table>

Table 3. Results for instance selection with the stratified strategy

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training error</th>
<th>Test error</th>
<th>Number of rules</th>
<th>Rule length</th>
<th>Time(minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magic</td>
<td>14.98</td>
<td>15.23</td>
<td>10.7</td>
<td>4.77</td>
<td>121.19</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>3.59</td>
<td>3.83</td>
<td>7.8</td>
<td>4.94</td>
<td>20.73</td>
</tr>
<tr>
<td>Penbased</td>
<td>3.18</td>
<td>3.87</td>
<td>31.3</td>
<td>6.42</td>
<td>65.36</td>
</tr>
<tr>
<td>Phoneme</td>
<td>16.29</td>
<td>16.77</td>
<td>12.5</td>
<td>3.15</td>
<td>15.45</td>
</tr>
<tr>
<td>Ring</td>
<td>3.38</td>
<td>4.86</td>
<td>30.0</td>
<td>4.12</td>
<td>54.08</td>
</tr>
<tr>
<td>Satimage</td>
<td>11.28</td>
<td>13.05</td>
<td>27.9</td>
<td>6.72</td>
<td>96.31</td>
</tr>
<tr>
<td>Segment</td>
<td>3.01</td>
<td>5.13</td>
<td>25.1</td>
<td>6.32</td>
<td>39.21</td>
</tr>
<tr>
<td>Texture</td>
<td>3.34</td>
<td>4.31</td>
<td>28.1</td>
<td>11.76</td>
<td>97.47</td>
</tr>
<tr>
<td>Twonorm</td>
<td>3.07</td>
<td>4.66</td>
<td>18.7</td>
<td>7.45</td>
<td>58.92</td>
</tr>
</tbody>
</table>

Table 4. Difference between Table 2 and Table 3, positive is better

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training error</th>
<th>Test error</th>
<th>Number of rules</th>
<th>Rule length</th>
<th>Time ratio, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magic</td>
<td>0.08</td>
<td>0.5</td>
<td>1.9</td>
<td>-0.95</td>
<td>32.70</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>-0.07</td>
<td>0.13</td>
<td>2.3</td>
<td>-1.45</td>
<td>21.94</td>
</tr>
<tr>
<td>Penbased</td>
<td>3.88</td>
<td>3.59</td>
<td>-0.8</td>
<td>-0.19</td>
<td>16.97</td>
</tr>
<tr>
<td>Phoneme</td>
<td>-1.26</td>
<td>-0.29</td>
<td>5.8</td>
<td>-0.14</td>
<td>18.19</td>
</tr>
<tr>
<td>Ring</td>
<td>1.26</td>
<td>0.96</td>
<td>-3.4</td>
<td>-0.29</td>
<td>23.86</td>
</tr>
<tr>
<td>Satimage</td>
<td>0.94</td>
<td>1.17</td>
<td>-7.45</td>
<td>4.34</td>
<td>27.85</td>
</tr>
<tr>
<td>Segment</td>
<td>1.54</td>
<td>1.32</td>
<td>-2.9</td>
<td>0.37</td>
<td>26.82</td>
</tr>
<tr>
<td>Texture</td>
<td>3.16</td>
<td>3.44</td>
<td>-2.3</td>
<td>3.14</td>
<td>27.67</td>
</tr>
<tr>
<td>Twonorm</td>
<td>1.35</td>
<td>1.4</td>
<td>-1.3</td>
<td>-0.05</td>
<td>23.12</td>
</tr>
</tbody>
</table>
Table 5. Results for instance selection with the balancing strategy

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training error</th>
<th>Test error</th>
<th>Number of rules</th>
<th>Rule length</th>
<th>Time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magic</td>
<td>14.62</td>
<td>15.08</td>
<td>17.3</td>
<td>3.63</td>
<td>129.65</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>2.71</td>
<td>3.25</td>
<td>18.9</td>
<td>4.82</td>
<td>18.53</td>
</tr>
<tr>
<td>Penbased</td>
<td>3.27</td>
<td>3.81</td>
<td>30.8</td>
<td>6.11</td>
<td>91.42</td>
</tr>
<tr>
<td>Phoneme</td>
<td>15.63</td>
<td>16.88</td>
<td>24.0</td>
<td>2.84</td>
<td>19.62</td>
</tr>
<tr>
<td>Ring</td>
<td>3.23</td>
<td>5.08</td>
<td>30.2</td>
<td>3.85</td>
<td>68.23</td>
</tr>
<tr>
<td>Satimage</td>
<td>10.57</td>
<td>12.93</td>
<td>27.2</td>
<td>5.84</td>
<td>85.12</td>
</tr>
<tr>
<td>Segment</td>
<td>3.55</td>
<td>5.19</td>
<td>25.1</td>
<td>6.24</td>
<td>32.40</td>
</tr>
<tr>
<td>Texture</td>
<td>3.37</td>
<td>4.45</td>
<td>27.0</td>
<td>12.81</td>
<td>114.79</td>
</tr>
<tr>
<td>Twonorm</td>
<td>4.03</td>
<td>4.81</td>
<td>15.0</td>
<td>7.74</td>
<td>38.11</td>
</tr>
</tbody>
</table>

Table 6. Difference between Table 2 and Table 5, positive is better

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training error</th>
<th>Test error</th>
<th>Number of rules</th>
<th>Rule length</th>
<th>Time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magic</td>
<td>0.44</td>
<td>0.65</td>
<td>-4.7</td>
<td>0.19</td>
<td>34.98</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>0.81</td>
<td>0.71</td>
<td>-8.8</td>
<td>-1.33</td>
<td>19.61</td>
</tr>
<tr>
<td>Penbased</td>
<td>3.79</td>
<td>3.65</td>
<td>-0.3</td>
<td>0.12</td>
<td>23.73</td>
</tr>
<tr>
<td>Phoneme</td>
<td>-0.60</td>
<td>-0.40</td>
<td>-5.75</td>
<td>0.17</td>
<td>23.10</td>
</tr>
<tr>
<td>Ring</td>
<td>1.41</td>
<td>0.74</td>
<td>-3.6</td>
<td>-0.02</td>
<td>30.10</td>
</tr>
<tr>
<td>Satimage</td>
<td>1.65</td>
<td>1.29</td>
<td>-6.8</td>
<td>5.22</td>
<td>24.61</td>
</tr>
<tr>
<td>Segment</td>
<td>1.00</td>
<td>1.26</td>
<td>-2.9</td>
<td>0.45</td>
<td>22.16</td>
</tr>
<tr>
<td>Texture</td>
<td>3.13</td>
<td>3.30</td>
<td>-1.2</td>
<td>2.09</td>
<td>32.59</td>
</tr>
<tr>
<td>Twonorm</td>
<td>0.39</td>
<td>1.25</td>
<td>2.4</td>
<td>-0.34</td>
<td>14.95</td>
</tr>
</tbody>
</table>

Applying the balancing strategy changed the behaviour of the algorithm for most of the datasets. For the Phoneme dataset the difference changed from -1.29% to -0.4%. The best improvement was for the Penbased problem, 3.65%. Although the average number of rules increased for 8 datasets out of 9, the average rule length decreased for 6 datasets out of 9, which means that the algorithm has designed more rules, but they are less complex.

The best configurations for the balancing strategy were: Magic: 30%, 200; Page-blocks: 20%, 50; Penbased: 25%, 100; Phoneme: 30%, 50; Ring: 30%, 50; Satimage: 30%, 50; Segment: 25%, 50; Texture: 30%, 50; Twonorm: 20%, 200.

However, the effect of the balanced strategy was mainly demonstrated not in terms of overall accuracy, but in terms of a more balanced classification. To compare how successfully the algorithm recognizes both minority and majority classes, we used the Recall_M measure from [15]. Table 7 contains the comparison of (1-Recall_M)*100 values for the original algorithm, stratified strategy and balanced strategy.

The presented results prove that using the balanced strategy not only increases the overall classification accuracy, but also allows different classes to be recognized more precisely. However, because for most cases the best results were obtained when using 30% of the sample, applying the balancing strategy to the Page-blocks problem, for example, still resulted in a highly imbalanced subsample. Nevertheless, the improvement for this problem is about 13% compared with original algorithm.

In Tables 8 and 9 we provide the (1-Recall_M)*100 values and accuracy values for the Page-blocks problem for all subsample sizes and all adaptation period lengths.

The lowest (1-Recall_M)*100 value was obtained when the size of the subsample was minimal, i.e. when the subsample is as balanced as possible. We should mention that even for 5% for the Page-blocks datasets it was impossible to create a completely balanced subsample, as the minority class contains only 28 measurements, while all the other classes in this case contained 54 measurements. The bias towards the majority classes
has been almost eliminated thanks to the balancing strategy, as the accuracy value was equal to 7.95.

For comparison, we provide the accuracy values for the Page-blocks problem.

Table 8. (1- Recall_M)*100 values for Page-blocks

<table>
<thead>
<tr>
<th>Adaptation period length</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>10.18</td>
<td>12.92</td>
<td>15.18</td>
<td>12.06</td>
</tr>
<tr>
<td>10%</td>
<td>12.92</td>
<td>13.71</td>
<td>14.59</td>
<td>17.51</td>
</tr>
<tr>
<td>15%</td>
<td>20.51</td>
<td>19.63</td>
<td>18.35</td>
<td>19.26</td>
</tr>
<tr>
<td>20%</td>
<td>23.05</td>
<td>21.23</td>
<td>22.72</td>
<td>22.36</td>
</tr>
<tr>
<td>25%</td>
<td>28.35</td>
<td>26.14</td>
<td>23.05</td>
<td>22.24</td>
</tr>
<tr>
<td>30%</td>
<td>28.04</td>
<td>27.73</td>
<td>28.42</td>
<td>29.51</td>
</tr>
</tbody>
</table>

Table 9. Accuracy values for Page-blocks

<table>
<thead>
<tr>
<th>Adaptation period length</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>7.95</td>
<td>8.44</td>
<td>9.25</td>
<td>8.48</td>
</tr>
<tr>
<td>10%</td>
<td>5.81</td>
<td>6.03</td>
<td>6.67</td>
<td>7.27</td>
</tr>
<tr>
<td>15%</td>
<td>4.00</td>
<td>4.50</td>
<td>4.90</td>
<td>5.77</td>
</tr>
<tr>
<td>20%</td>
<td>3.25</td>
<td>3.40</td>
<td>3.93</td>
<td>4.40</td>
</tr>
<tr>
<td>25%</td>
<td>3.78</td>
<td>3.78</td>
<td>3.69</td>
<td>4.15</td>
</tr>
<tr>
<td>30%</td>
<td>3.38</td>
<td>3.69</td>
<td>3.78</td>
<td>4.06</td>
</tr>
</tbody>
</table>

For 5% of the training set in the subset the accuracy decreases by a factor of 2 compared to values obtained when using 30% of the sample. However, the classifiers obtained with 5% of the sample can be more suitable, as they are capable to successfully classify all classes with the same accuracy.

In Tables 10 and 11 we also provide the confusion matrixes for the Page-blocks problem to show the effect of the balancing strategy.

In every row of tables 10 and 11 the predicted class having the largest number of instances classified was marked in bold. The original algorithm correctly classifies the first, majority class, but the other classes are also classified into the first class, except the second one. This means that actually the algorithm correctly classifies only the first and second classes. When using the balancing strategy, the situation changes, and most of the instances are correctly classified in their class, however, this leads to a lower general classification quality.

For the remaining problems similar results were obtained. The main trend is that more balanced classifiers can be trained with a smaller size of the sample. If the sample becomes balanced at some particular percentage, there is no sense in decreasing its size any more.

In Figures 3-10 we show the surface plot as a graphical representation of the dependence of accuracy on the size of the subsample and the length of the adaptation period.

![Figure 3. Segment](image-url)
Table 10. Confusion matrix for the Page-blocks problem, original algorithm

<table>
<thead>
<tr>
<th>Class</th>
<th>Pred. 1</th>
<th>Pred. 2</th>
<th>Pred. 3</th>
<th>Pred. 4</th>
<th>Pred. 5</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>True 1</td>
<td>487.1</td>
<td>2.90</td>
<td>0</td>
<td>0.36</td>
<td>0.90</td>
<td>0</td>
</tr>
<tr>
<td>True 2</td>
<td>3.09</td>
<td>29.0</td>
<td>0.18</td>
<td>0.18</td>
<td>0.45</td>
<td>0</td>
</tr>
<tr>
<td>True 3</td>
<td>1.72</td>
<td>0</td>
<td>1.09</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>True 4</td>
<td>2.45</td>
<td>0.09</td>
<td>0</td>
<td>6</td>
<td>0.18</td>
<td>0</td>
</tr>
<tr>
<td>True 5</td>
<td>8.73</td>
<td>0</td>
<td>0.27</td>
<td>0</td>
<td>2.54</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 11. Confusion matrix for the Page-blocks problem, balanced strategy

<table>
<thead>
<tr>
<th>Class</th>
<th>Pred. 1</th>
<th>Pred. 2</th>
<th>Pred. 3</th>
<th>Pred. 4</th>
<th>Pred. 5</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>True 1</td>
<td>452.0</td>
<td>19.36</td>
<td>3.72</td>
<td>6.54</td>
<td>9.64</td>
<td>0.09</td>
</tr>
<tr>
<td>True 2</td>
<td>1.72</td>
<td>30.27</td>
<td>0.09</td>
<td>0.36</td>
<td>0.36</td>
<td>0.09</td>
</tr>
<tr>
<td>True 3</td>
<td>0.18</td>
<td>0</td>
<td>2.54</td>
<td>0.09</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>True 4</td>
<td>0</td>
<td>0.27</td>
<td>0</td>
<td>8.27</td>
<td>0.18</td>
<td>0</td>
</tr>
<tr>
<td>True 5</td>
<td>1.27</td>
<td>0.36</td>
<td>0.18</td>
<td>0.36</td>
<td>9.36</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4. Phoneme

Figure 5. Page-blocks

Figure 6. Satimage

Figure 7. Twonorm
In most of the cases the increasing of the subsample size leads to better classification accuracy. The dependence on the adaptation period length is not so straightforward; however for most of the problems shorter adaptation periods are more preferable. This happens because for most of the problems the population is capable of adjusting to the new subsample within 50 generations. Moreover, a shorter adaptation period gives the possibility to update the $U_i$ values more often and better distinguish the problematic areas of the feature space.

To compare the time required for computation by the original algorithm and the instance selection method, the computation time was averaged over all adaptation period lengths for every subsample size. The resulting time values were compared to the ones for the original algorithm. Next, the acceleration rate equal to $T_{orig}/T_{IS}$ was calculated. Table 12 contains the acceleration values.

The maximal acceleration value achieved is equal to 21.5, and the minimal to 3.09. For most of the problems the algorithm with adaptive instance selection had results not worse than the original method already at the point of 10-15% of the training sample being used, which means that at the same level of classification quality the instance selection allows the algorithm to work 6-12 times faster.

For better understanding of the training process with instance selection, we provide an error graph for the best individual for the overall sample and the subsample. In Figure 11 the graph for the Penbased problem with an adaptation period of 50 and subsample size of 15% is presented. In Figure 12 the graph for the Penbased problem with an adaptation period of 400 generations and subsample size of 15% is presented.

One of the characteristics of the proposed adaptive instance selection algorithm is that the subsample error rate appears to be larger than the overall training error. Nevertheless, this does not prevent a successful training process. The reason for such behaviour is that the instance selection focuses on instances which are difficult to classify (most of the time they are instances on the border between classes) and includes them into the training subset. In the first adaptation periods, the subsample error and the overall error are very similar, which means that the measurements are selected almost uniformly. But later the situation changes, because instances which are easy to classify get larger
counter values and lower probabilities to be chosen. As these instances are still present in the training sample and classified correctly, the overall training error becomes lower than the subsample error.

When increasing the adaptation period length, the training process becomes slower. In Figure 12 it is seen that at the first adaptation period the training subsample error becomes lower than the overall training set error. This happens because the population overfits to the subsample, i.e. the best rule base for the subsample describes the trends which are presented only in the subsample. During the several next adaptation periods the error on the subsample and training set is almost identical, but then the probabilities are changed so that the algorithm focuses on problematic areas of the search space, which leads to a larger subsample error. In the case of a longer adaptation period, the difference between the training set and subset errors is smaller than for the shorter adaptation period.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>Orig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magic</td>
<td>13.51</td>
<td>9.11</td>
<td>6.15</td>
<td>4.83</td>
<td>3.47</td>
<td>3.09</td>
<td>1</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>13.51</td>
<td>8.90</td>
<td>6.70</td>
<td>5.41</td>
<td>4.41</td>
<td>3.60</td>
<td>1</td>
</tr>
<tr>
<td>Penbased</td>
<td>14.04</td>
<td>9.47</td>
<td>6.39</td>
<td>5.02</td>
<td>3.61</td>
<td>3.20</td>
<td>1</td>
</tr>
<tr>
<td>Phoneme</td>
<td>21.50</td>
<td>11.39</td>
<td>8.72</td>
<td>6.05</td>
<td>4.96</td>
<td>4.16</td>
<td>1</td>
</tr>
<tr>
<td>Ring</td>
<td>16.13</td>
<td>10.47</td>
<td>8.83</td>
<td>5.57</td>
<td>4.22</td>
<td>3.46</td>
<td>1</td>
</tr>
<tr>
<td>Satimage</td>
<td>17.25</td>
<td>11.62</td>
<td>8.10</td>
<td>5.73</td>
<td>4.34</td>
<td>3.50</td>
<td>1</td>
</tr>
<tr>
<td>Segment</td>
<td>19.65</td>
<td>10.65</td>
<td>7.37</td>
<td>5.56</td>
<td>4.42</td>
<td>3.72</td>
<td>1</td>
</tr>
<tr>
<td>Texture</td>
<td>17.70</td>
<td>11.09</td>
<td>7.15</td>
<td>4.82</td>
<td>3.76</td>
<td>3.15</td>
<td>1</td>
</tr>
<tr>
<td>Twonorm</td>
<td>18.54</td>
<td>12.41</td>
<td>8.86</td>
<td>6.72</td>
<td>5.13</td>
<td>4.39</td>
<td>1</td>
</tr>
</tbody>
</table>

![Figure 12](image12.png)

**Figure 12.** Accuracy change during the training process, Penbased problem, 50 generations

Let us consider the training process in the sense of different classification quality measures. The Page-blocks problem will be considered, as it is the most imbalanced problem. To calculate the quality measures such as Accuracy (overall classification accuracy), Precision, Recall, Fscore, Precision\(_M\), Recall\(_M\), Fscore\(_M\) taken from [15], the confusion matrix was calculated for every generation. In Figure 13 we provide the averaged graphs for all measures averaged over all algorithm runs.

![Figure 13](image13.png)

**Figure 13.** Accuracy change during the training process, Penbased problem, 400 generations
Vladimir Stanovov, Eugene Semenkin, Olga Semenkina

Table 12. Time acceleration values

<table>
<thead>
<tr>
<th>Dataset</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>Orig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magic</td>
<td>13.51</td>
<td>9.11</td>
<td>6.15</td>
<td>4.83</td>
<td>3.47</td>
<td>3.09</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>13.51</td>
<td>8.90</td>
<td>6.70</td>
<td>5.41</td>
<td>4.41</td>
<td>3.60</td>
</tr>
<tr>
<td>Penbased</td>
<td>14.04</td>
<td>9.47</td>
<td>6.39</td>
<td>5.02</td>
<td>3.61</td>
<td>3.20</td>
</tr>
<tr>
<td>Phoneme</td>
<td>21.50</td>
<td>11.39</td>
<td>8.72</td>
<td>6.05</td>
<td>4.96</td>
<td>4.16</td>
</tr>
<tr>
<td>Ring</td>
<td>16.13</td>
<td>10.47</td>
<td>6.83</td>
<td>5.57</td>
<td>4.22</td>
<td>3.46</td>
</tr>
<tr>
<td>Satimage</td>
<td>17.25</td>
<td>11.62</td>
<td>8.10</td>
<td>5.73</td>
<td>4.34</td>
<td>3.50</td>
</tr>
<tr>
<td>Segment</td>
<td>19.65</td>
<td>10.65</td>
<td>7.37</td>
<td>5.56</td>
<td>4.42</td>
<td>3.72</td>
</tr>
<tr>
<td>Texture</td>
<td>17.70</td>
<td>11.09</td>
<td>7.15</td>
<td>4.82</td>
<td>3.76</td>
<td>3.15</td>
</tr>
<tr>
<td>Twonorm</td>
<td>18.54</td>
<td>12.41</td>
<td>8.86</td>
<td>6.72</td>
<td>5.13</td>
<td>4.39</td>
</tr>
</tbody>
</table>

For this problem the Precision<sub>M</sub>, Recall and Fscore measures are almost identical, but Precision<sub>M</sub>, Recall<sub>M</sub>, Fscore<sub>M</sub> are different. This happens due to the fact that the last measures are macro-measures and are calculated for each class separately and then averaged. In the case of imbalanced classification, the Precision<sub>M</sub> becomes larger than Accuracy, but Recall<sub>M</sub> becomes smaller. The errors for each of the five classes are presented in Figure 14.

Figure 14. The change in classification quality, Page-blocks problem, original algorithm

Figure 15. Classification errors for five classes, Page-blocks problem, original algorithm

Only the first, most represented class can be recognized correctly by the original algorithm – the error values for the remaining classes are high or very high. The next two Figures, 15 and 16, show the change in classification quality measures and classification errors for the instance selection algorithm with the balancing strategy, with the following parameters: 5% of the training sample in the subsample and an adaptation period of 50 generations.

Figure 16. The change in classification quality, Page-blocks problem, balanced instance selection

Figure 17. Classification errors for five classes, Page-blocks problem, balanced instance selection

Compared to the previous case, the solutions are now more balanced, which is especially noticeable in Figure 16. Here all classes have error rates of about 0.1 except for the fifth class, which has 0.2. Also, the Fscore<sub>M</sub> values are larger than for the original algorithm. The presented results prove that the instance selection method allows the classification quality to be increased when using the balanced strategy for imbalanced datasets.

For comparison with other methods, an additional computation experiment was performed on the same set of problems. The algorithm was tested without instance selection, but with larger resources, i.e. the population size was 210, the number of generations was 50000, and the number of rules did not change and was equal to 40. Several classification algorithms were chosen for comparison from [16, 17]. Among them there was also the prototype algorithm developed by the H. Ishibuchi
The presented approach with the balancing strategy, noted as HEFCA IS (Hybrid Evolutionary Fuzzy Classification Algorithm with Instance Selection) appeared to be the best in the sense of accuracy for 3 problems out of 9. Moreover, this algorithm has overcome not only the original method (HEFCA Orig.) on 8 problems out of 9, but also the method with 10.5 times larger resource (HEFCA Res.) on 7 problems. The prototype algorithm and its parallel implementation were outperformed on 4 problems out of 9. On the Satimage problem the results are almost identical. The parallel implementation with subsamples rotation used 10.5 times more computational resource and 7 threads.

Table 14 contains the comparison of the time required for training by the algorithm with instance selection and the Parallel fuzzy GBML [4].

On average, the presented approach is 4.6 times slower, but the parallel algorithm used 7 threads for calculation, allowing it to train up to 7 times faster. One should mention that the presented time values for instance selection are for the best configurations, and for most of the problems the best results were obtained when using 30% of the training sample. This means that the time required for training can be decreased even more without a significant loss in classification accuracy.
5 Conclusion

The proposed adaptive instance selection algorithm for imbalanced datasets creates samples of a fixed size out of the original training sample to guide the training process by taking the information about classification results into consideration. The goal of this method is to decrease the time required for computation along while increasing the quality of classification. The testing results prove that the proposed method allows a significant improvement in classification quality, especially for imbalanced datasets because of the use of the balancing strategy.

The resulting classifiers are capable of recognizing all classes with similar accuracy values, which is important for many real-world problems. The time required for training decreases significantly, and can be adjusted by changing the size of the subsample. The resulting accuracy is at the same level as the best algorithms for the presented set of problems, or even better.

The proposed adaptive instance selection method is universal and can be applied to any other iteration-based machine learning technique used for classification, including non-evolutionary algorithms.
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Abstract

The control of nonholonomic canonical form using an invariant manifold is investigated to apply to a mobile robot steered by two independent driving wheels. A quasi-continuous exponential stabilizing controller is designed by using another input pattern. Additionally, the control gain designing method is proposed for this controller. Modified error system of nonholonomic double integrator model is used as nonholonomic canonical form. Generally, the gain cannot be calculated due to the non-linear transform of system. Owing to complicated relation of several parameters, the controller behavior is inconstant by gain pattern. We propose a method of designing gain which uses desired settling time. An approximate equation to obtain designed gains is derived based on the evaluation function. The design method to determine gains of the assumed actual system is simulated. The effectiveness of the proposed method is confirmed by these simulations.

Keywords: gain design, nonholonomic canonical form, exponential stabilized control, mobile robot

Wheel type robots are widely researched as nonholonomic systems \([1–3]\). Among these robots, car with two independent driving wheels is easier to deal owing to fewer states and inputs. Hence, this robot is actively researched to expect wide applications. However, these robots have the restriction of non-sideslip. The restriction makes it difficult to control nonholonomic robots with simple control technique.

Nonholonomic systems cannot be stabilized by continuous feedback \([4]\). Nonholonomic systems are transformed into canonical form of bilinear systems. The systems enable continuous feedback control by discontinuous models or by invariant manifolds \([5–9]\). Using an invariant manifold enables the system to be controlled with number of input less than state one. The methods of invariant manifolds deal with phased switching control, such as attractive to an invariant manifold based on Lyapunov stability theory and continuous feedback control \([10, 11]\), or discrete switching control after setting energy area based on an invariant manifold \([12, 13]\). In contrast, Khennouf proposes quasi-continuous exponential stabilizing control that integrates two phase control \([14, 15]\). They indicate several conditions for control design. Canonical form involves chained-form, power-form and double integrator model. We derived the unknown modified error system of the nonholonomic double integrator model, and inspected the steady-state characteristics \([16]\).
In this paper, another pattern of controller about quasi-continuous exponential stabilizing control is proposed. The controller includes a control in part of attracting state variables to an invariant manifold. Additionally, we propose the method of designing gain. The gain cannot be calculated simply owing to complicated relation of several parameter, the controller behavior is inconstant by gain pattern. We propose a method of designing gain by using desired settling time. First, eight patterns including desired values are set to remove influence of different desired values. Next, an evaluation function is set to design gain. The eight pattern simulations are evaluated by using the function with respective gain combinations. The relation of the evaluation value is verified by given initial value and gain combinations. The eight pattern simulations are formulated to derive the approximate equation for obtaining designed gain. Finally, designed gain is simulated with the proposed method. The proposed method verifies effectiveness by comparing evaluation value.

1 Nonholonomic Double Integrator Model

1.1 Kinematics of Mobile Robot

The model of a mobile robot is shown in Figure 1 as a car with two independent driving wheels. The absolute coordinate system O is set as X and Y. Position P of the robot is set the center of the axle. The distance between the left wheel and the right wheel is assigned to 2R. The wheel radius is assigned to r. The robot position is assigned to x and y. The robot rotating angle is assigned to θ. The translational velocity and angular velocity are assigned to v and ω, respectively.

![Figure 1. A nonholonomic robot platform](image)

The state variable of the mobile robot is defined as 

\[
x(t) = [x(t) y(t) \theta(t)]^T.\]

The kinematic model is formulated as

\[
\dot{x}(t) = \begin{bmatrix}
\dot{x}(t) \\
\dot{y}(t) \\
\dot{\theta}(t)
\end{bmatrix} = \begin{bmatrix}
\cos \theta(t) & 0 \\
\sin \theta(t) & 0 \\
0 & 1
\end{bmatrix}\begin{bmatrix}
v(t) \\
\omega(t)
\end{bmatrix}.
\]

The robot cannot produce speed to the axle direction. From this condition, a nonholonomic constraint is derived as follows;

\[
\dot{x}(t) \sin \theta(t) - \dot{y}(t) \cos \theta(t) = 0. \tag{2}
\]

The velocity of the robot is expressed as

\[
\dot{x}(t) \cos \theta(t) + \dot{y}(t) \sin \theta(t) = v(t). \tag{3}
\]

1.2 Nonholonomic Double Integrator Model

The conversion of non-linear state variable for x(t) is

\[
z(t) = \begin{bmatrix}
z_1(t) \\
z_2(t) \\
z_3(t)
\end{bmatrix} = \begin{bmatrix}
\theta(t) \\
x(t) \cos \theta(t) + y(t) \sin \theta(t) \\
x(t) \sin \theta(t) - y(t) \cos \theta(t)
\end{bmatrix}. \tag{4}
\]

The conversion of the state variable z(t) to double integrator model is

\[
\eta(t) = \begin{bmatrix}
\eta_1(t) \\
\eta_2(t) \\
\eta_3(t)
\end{bmatrix} = \begin{bmatrix}
z_1(t) \\
z_2(t) \\
-2z_3(t) + z_1(t)z_2(t)
\end{bmatrix}, \tag{5}
\]

where, the state variable is η(t). After η(t) is differentiated at time, robot’s input conversion is defined as

\[
u(t) = \begin{bmatrix}
u_1(t) \\
u_2(t)
\end{bmatrix} = \begin{bmatrix}
\omega(t) \\
v(t) - z_3(t)\omega(t)
\end{bmatrix}. \tag{6}
\]
From Eq. (1) to (6) we obtain
\[
\hat{\eta}(t) = \begin{bmatrix}
\hat{\eta}_1(t) \\
\hat{\eta}_2(t) \\
\hat{\eta}_3(t)
\end{bmatrix} = \begin{bmatrix}
u_1(t) \\
u_2(t) \\
\eta_1(t)u_2(t) - \eta_2(t)u_1(t)
\end{bmatrix}.
\]  

(7)

1.3 Modified Error System

The modified error system of closed-loop system is derived. If the error system is simply set, the system does not satisfy nonholonomic double integrator model. The modified desired value must be able to derive closed-loop system that satisfies nonholonomic double integrator model. Where \(x_d, y_d, \theta_d\)^T. The transformation of non-linear state variable for \(x_d\) is defined as
\[
z_d = \begin{bmatrix}
z_{d1} \\
z_{d2} \\
z_{d3}
\end{bmatrix} = \begin{bmatrix}
\theta_d \\
x_d \cos \theta_d + y_d \sin \theta_d \\
x_d \sin \theta_d - y_d \cos \theta_d
\end{bmatrix}.
\]  

(8)

The conversion of the state variable \(z_d\) to double integrator model is defined as
\[
\eta_d = \begin{bmatrix}
\eta_{d1} \\
\eta_{d2} \\
\eta_{d3}
\end{bmatrix} = \begin{bmatrix}
z_{d1} \\
z_{d2} \\
-2z_{d3} + z_{d1}z_{d2}
\end{bmatrix}.
\]  

(9)

Here, \(\eta_d\) is the state variable. Modified desired value \(\hat{\eta}_d(t)\) is defined as
\[
\hat{\eta}_d(t) = \begin{bmatrix}
\hat{\eta}_{d1} \\
\hat{\eta}_{d2} \\
\hat{\eta}_{d3}(t)
\end{bmatrix} = \begin{bmatrix}
\eta_{d1} \\
\eta_{d2} \\
\eta_{d3} + \eta_{d1}(\eta_2(t) - \eta_d) \\
\eta_{d2}(\eta_1(t) - \eta_{d1})
\end{bmatrix}.
\]  

(10)

A closed-loop system satisfying nonholonomic double integrator model is constructed. The system uses the modified target value and conversion variable \(\eta(t)\) of Eq. (5). The modified error \(e(t)\) is expressed as
\[
e(t) = \begin{bmatrix}
e_1(t) \\
\eta_1(t) - \hat{\eta}_{d1} \\
e_2(t) \\
\eta_2(t) - \hat{\eta}_{d2} \\
e_3(t) \\
\eta_3(t) - \hat{\eta}_{d3}(t)
\end{bmatrix}.
\]  

(11)

After \(e(t)\) is differentiated by time, robot’s input conversion is defined as
\[
u(t) = \begin{bmatrix}
u_1(t) \\
u_2(t) \\
\omega(t) \\
v(t) - z_3(t)\omega(t)
\end{bmatrix}.
\]  

(12)

\[
\dot{e}(t) = \begin{bmatrix}
\dot{e}_1(t) \\
\dot{e}_2(t) \\
\dot{e}_3(t)
\end{bmatrix} = \begin{bmatrix}
u_1(t) \\
u_2(t) \\
e_1(t)u_2(t) - e_2(t)u_1(t)
\end{bmatrix}.
\]  

(13)

Modified error system of nonholonomic double integrator model is derived. This satisfies canonical form.

2 Quasi-continuous Exponential Stabilizing Control

2.1 Invariant Manifold

The control scheme using invariant manifold is explained as follows. We divide three variables into two parts. An invariant manifold consists of two variables as the first group. The second group consists of remaining one variable. The variables of two groups are controlled using two inputs. The control is divided into two phases per group. The first phase forms an invariant manifold using two inputs. The second phase stabilizes using two inputs while securing an invariant manifold. The flow of the control is shown in Figure 2. The invariant manifold is derived basing on a double integrator model. A control object is \(e\) of Eq. (13). The issue of stabilization is handled to settle 0 in \(t \to \infty\) of \(e(t)\). To derive the invariant manifold, a state feedback rule of
\[
u_1(t) = -ke_1(t),
\]
\[
u_2(t) = -ke_2(t),
\]  

(14)

is applied to Eq. (13). Time response of closed-loop system is demanded as follows;
\[
e_1(t) = e_1(0)e^{-kt},
\]
\[
e_2(t) = e_2(0)e^{-kt}.
\]  

(15)

One invariant manifold candidate can be derived as follows, using constant term \(e_3(t)\).
\[
s(e) = e_3(t).
\]  

(16)

When feedback rule of Eq. (14) is applied to Eq. (13) in \(k > 0\), the time derivative of \(s(e)\) becomes as follows;
\[
\dot{s}(e) = \dot{e}_3(t) = 0.
\]  

(17)

In the feedback rule of Eq. (14), the condition of \(s(e)\) is realized as
\[
s(e) = \text{Const.},
\]  

(18)
2.2 Stabilizing Control

Quasi-continuous exponential stabilizing control is the integrated control. It consists of both controls of attraction to an invariant manifold, and control of convergence over an invariant manifold. In the control of two steps, controller that attracts to an invariant manifold can be set several control methods. However, there are several conditions to integrate these two controls. Design of the input must satisfy several conditions for the control. In the proposed method, single input is considered for attracting control to the invariant manifold instead of two inputs. Thus, input of $u_1(t)$ is set to 0. First, the control of attraction to the invariant manifold is considered. Control rule of the first step is demanded to realize $s(e) = 0$ as condition $e_1(0) \neq 0$ for the control of attraction to the invariant manifold. Lyapunov function of $s(e)$ is considered to be as follows;

$$V(e) = \frac{1}{2}s^2(e).$$

(19)

The control inputs are given as follows;

$$u_1(t) = 0,$$

$$u_2(t) = -fs(e)/e_1(t).$$

(20)

Using $f > 0$, it becomes as

$$\dot{V}(e) = s(e)s'(e)$$

$$= s(e)[e_1(t)u_2(t) - e_2(t)u_1(t)]$$

$$= -s(e)[fs(e)]$$

$$= -fs^2(e)$$

$$\leq 0.\quad (21)$$

$\dot{V}(e)$ always becomes the negative constant at any place other than $s(e) \equiv 0$. $s(e) \to 0$ is provided asymptotically at time of $t \to \infty$. Therefore, input of the controller becomes as follows;

$$u_1(t) = -ke_1(t),$$

$$u_2(t) = -fs(e)/e_1(t) - ke_2.$$

(22)

Then,

$$s(e) = \dot{e}_3(t) = e_1(t)u_2(t) - e_2(t)u_1(t)$$

$$= e_1(t)(-fs(e)/e_1(t) - ke_2(t))$$

$$- e_2(t)(-ke_1(t))$$

$$= -f s(e).\quad (23)$$
The time response is defined as
\[ s(t) = s(e(0))e^{-ft}. \] (24)

It is found that, \( s(t) \rightarrow 0 \) in \( t \rightarrow \infty \), and \( e_3(t) \) convergences asymptotic to the origin. On the other hand, it must be as
\[ \frac{|s(e)|}{e_1(t)} < \infty, \] (25)
to keep the input of Eq. (22) to finite. \( e_1(t) \) is asymptotically stable from Eq. (13) using Eq. (22). In addition, it becomes as
\[ \frac{|s(e)|}{e_1(t)} = \frac{s(e(0))e^{-ft}}{e_1(0)e^{-kt}} \leq \frac{s(e(0))}{e_1(0)} e^{-(f-k)t}, \] (26)
from Eq. (24). If it is satisfied as \( f-k > 0, \) \( s(e)/e_1(t) \) is damping exponentially in coefficient to \( f-k \). That is, \( e_3(t) \) can be converged to zero by the exponential factor of \( k \), if \( f \geq k \).

3 Gain Design

3.1 Simulation Results Based on Evaluation Function

In the derived controller, relation of gain should satisfy \( f > k \). However, the controller behavior is inconstant by the given gain. Hence, the gain must be adequately designed for desired control. Non-linearity of the system prevents us from determining proper gain easily. Thus, we investigated on the way to reduce the influence of difference of the desired values. Simulations are conducted with respect to various desired values, gains and evaluation functions. A representative evaluation value is decided regarding one combination of gains \( k \) and \( f \). The optimum gain combination concerning each evaluation function is determined so that the minimum evaluation-value can be provided by applying various gain combinations. Finally, an approximate equation has been derived from the selected gains and evaluation function.

First, an evaluation function is considered for one of desired value. Using desired settling time \( T_d \), real settling time \( T_i \) and movement distance \( L_i \), the evaluation function for each desired values is defined by following relation.
\[ d_i = L_i + |T_i - T_d|. \] (27)

The evaluation of respective desired values is \( d_i \), \( i \) is defined as desired value number. The lower the evaluation value becomes, the more desirable the control system responds. Eight sets of desired values are defined as in Table 1 and satisfied for all relations of plus and minus with three state variables. The distance between initial position and desired position is regulated as same length because evaluation criterion contains the distance. To inspect evaluation of respective combination gain, the function evaluation \( J \) is defined as follows;
\[ J = \sum_{i=1}^{8} d_i. \] (28)

Eq. (27) shows evaluation variable of desired settling time \( T_d \). Desired \( T_d \) changes to verify gain combination for minimum evaluation value of respective \( T_d \). An approximate equation that decides designed gain combination is derived using gain combination of respective \( T_d \). Gain combination is inspected. Eq (26) defined gain \( k \) and \( f \). The initial convergence of control to the invariant manifold, and it is affected by gain \( f \). Feedback control that is affected by gain \( k \), must become subsequently convergence. Hence, the gain that relates the settling time is gain \( k \) of finally convergence input. In this research, gain \( k \) is set from 0.05 to 0.85, in steps of 0.05.

Next, the combination of \( f \) which relates the respective combination \( k \) is considered. As shown in Eq. (15) and Eq. (24), the time response exponentially relates to the respective gain. The influence of \( f \) gradually becomes smaller according to the increase of \( f \). On the other hand, high gain makes instability with systems. For this reason, the upper limit value of \( f \) sets 90, that is inverse of sampling time 0.01. These conditions and prerequisite if \( f > k \) are satisfied in following relation.
\[ f = a \times 10^n, \] (29)
where, parameter \( a \) is changed from 1 to 9, then \( n \) is changed from \(-1 \) to \( 1 \). The gain, \( f \) is assigned by combining with these respective values. Table 2 shows all gain \( f \) in this case. Initial values is set to \([x \ y \ \theta] = [1.0 \ 2.0 \ \pi/2] \).

Decision of convergence satisfies all conditions, which are \(|e_1| < 0.000872, \ |e_2| < 0.05\ and |e_3| < 0.05. 0.000872[rad] is 0.05[deg]. Five desired settling times \( T_d \) are defined as \( T_d[s] = (10, 20, 30, 40, 50) \). Respective simulation time
Table 2. Gain $f$

<table>
<thead>
<tr>
<th>$a$</th>
<th>$n = -1$</th>
<th>$n = 0$</th>
<th>$n = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a = 1$</td>
<td>0.1</td>
<td>1.0</td>
<td>10.0</td>
</tr>
<tr>
<td>$a = 2$</td>
<td>0.2</td>
<td>2.0</td>
<td>20.0</td>
</tr>
<tr>
<td>$a = 3$</td>
<td>0.3</td>
<td>3.0</td>
<td>30.0</td>
</tr>
<tr>
<td>$a = 4$</td>
<td>0.4</td>
<td>4.0</td>
<td>40.0</td>
</tr>
<tr>
<td>$a = 5$</td>
<td>0.5</td>
<td>5.0</td>
<td>50.0</td>
</tr>
<tr>
<td>$a = 6$</td>
<td>0.6</td>
<td>6.0</td>
<td>60.0</td>
</tr>
<tr>
<td>$a = 7$</td>
<td>0.7</td>
<td>7.0</td>
<td>70.0</td>
</tr>
<tr>
<td>$a = 8$</td>
<td>0.8</td>
<td>8.0</td>
<td>80.0</td>
</tr>
<tr>
<td>$a = 9$</td>
<td>0.9</td>
<td>9.0</td>
<td>90.0</td>
</tr>
</tbody>
</table>

Table 3. Simulation parameter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Radius of wheel</th>
<th>Distance between wheel</th>
<th>Sampling interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.035 [m]</td>
<td>0.233 [m]</td>
<td>0.01 [s]</td>
</tr>
</tbody>
</table>

$T$, is defined as $T = 2T_d [s]$. Simulation parameters are shown in Table 3.

Figs. 3 to 7 show simulation results in 3D graphs about the relation of $k$, $f$, and evaluation value $J$ from Eq. (28). The range of $k$ obtains the range of $\pm 0.10$ from $k$ in minimum evaluation value of $J$. The axis of $f$ makes log scale, the range of $J$ is assigned per each $T_d$. Sequentially, Figure 3 shows the graph of simulation for $T_d = 10$, Figure 4 shows for $T_d = 20$, Figure 5 shows for $T_d = 30$, Figure 6 shows for $T_d = 40$ and Figure 7 shows for $T_d = 50$.

Figure 3. Evaluation value with simulation ($T_d = 10$)

Figure 4. Evaluation value with simulation ($T_d = 20$)

Figure 5. Evaluation value with simulation ($T_d = 30$)
Table 2. Gain

\[ g = 1 \quad a = 2 \quad a = 3 \quad a = 4 \quad a = 5 \quad a = 6 \quad a = 7 \quad a = 8 \quad a = 9 \quad a = 10 \]

Table 3. Simulation parameter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius of wheel</td>
<td>0.035 [m]</td>
</tr>
<tr>
<td>Distance between wheel</td>
<td>0.233 [m]</td>
</tr>
<tr>
<td>Sampling interval</td>
<td>0.01 [s]</td>
</tr>
</tbody>
</table>

\( T_d \), is defined as \( T_d = 2 T_d \) [s]. Simulation parameters are shown in Table 3.

Figs. 3 to 7 show simulation results in 3D graphs about the relation of \( k, f, \) and evaluation value \( J \) from Eq. (28). The range of \( k \) obtains the range of \( \pm 0.1 \) from \( k \) in minimum evaluation value of \( J \). The axis of \( f \) makes log scale, the range of \( J \) is assigned per each \( T_d \). Sequentially, Figure 3 shows the graph of simulation for \( T_d = 10 \), Figure 4 shows for \( T_d = 20 \), Figure 5 shows for \( T_d = 30 \), Figure 6 shows for \( T_d = 40 \) and Figure 7 shows for \( T_d = 50 \).

These figures show \( k \) of each \( T_d \). The evaluation value becomes low along a certain \( k \). The evaluation value gradually becomes high with leaving the certain \( k \). On the \( k - J \) plane, the relation is shown such as a V-shaped of which bottom is located on a certain \( k \). The relationship is easier to see in Figure 5, Figure 6 and Figure 7 in a relatively large \( T_d \). Similarly, Figure 3 and Figure 4 also show the relation, however These variations are smaller than the other variations. As mentioned previously, the reason for it is believed that time response exponentially is related to gain. It should be noted that \( k \) and \( T_d \) are in inverse relationships, because, input size relates proportional to gain size as shown in Eq. (22). The gain \( k \) increases with increasing \( T_d \). In the relation of \( f, \) at minimum of \( J, \) it is about \( (f \approx 2k) \) in all \( T_d \) on the \( f-J \) plane. The gain \( f \) increases with increasing the \( J \) after \( f \approx 2k \). The value of \( J \) at \( f < 2k \) is larger.

Figures 6, 7, 8, 9, and 10. Approximate equation with desired settling time and gain \( k \) by linear equation, quadratic equation, and linear equation.

Figure 6. Evaluation value with simulation \((T_d = 40)\)

Figure 7. Evaluation value with simulation \((T_d = 50)\)

Figure 8. Approximate equation with desired settling time and gain \( k \) by linear equation.

Figure 9. Approximate equation with desired settling time and gain \( k \) by quadratic equation.

Figure 10. Approximate equation with the reciprocal of desired settling time and gain \( k \) by linear equation.
Figure 11. Approximate equation with the reciprocal of desired settling time and gain $k$ by quadratic equation.

3.2 Design of Gain $k$

The determination of the gain is considered by using the evaluation value of $J$ as shown in Figs. 3 - 7. The value of $k$ for minimum $J$ has been found to be a strong relationship with $T_d$. Therefore, a relation equation for deriving $k$ in minimum $J$ of respective $T_d$ is obtained. The relation equation of $k$ and $T_d$ is derived by using approximation of least-squares method. The approximate model uses a linear equation and a quadratic equation. The applied model is decided by referring to a standard deviation $\sigma$ and a correlation coefficient $r$. The standard deviation is indexed for dispersion of data, and can indicate the irrelevant degree from approximation. The lower the value of the standard deviation becomes, the higher the accuracy of the approximate model is. The coefficient correlation is shown as interdependence degree. The correlation is higher when the value of $r$ is closer to 1.

First, the $T_d$-$k$ graph is approximated by using linear equation as shown in Figure 8, and by using quadratic equation as shown in Figure 9. Next, the $1/T_d$-$k$ graph is approximated by using linear equation as shown in Figure 10, and by using quadratic equation as shown in Figure 11. Each approximate equation is defined as $k = aT_d^2 + bT_d + c$. These coefficients $a$, $b$, $c$ and the standard deviation $\sigma$ and the coefficient correlation $r$ are shown in Table 4. The significant figure is 4 digits. $T_d$-$k$ graphs in Figure 8 and in Figure 9 show large deviation of the data and the approximate line. In contrast, the approximate line of $1/T_d$-$k$ graph passes over the data point or passes near of data point as shown in Figure 10 and Figure 11. According to Table 4, the $\sigma$ and the $r$ prove that Figure 10 and Figure 11 are shown with higher accuracy. The difference of $\sigma$ is nearly 10 times. Next, the linear equation and the quadratic equation are compared. The $\sigma$ of the quadratic equation is smaller than the linear equation owing to high degree. However, the difference of $\sigma$ between Figure 10 and Figure 11 is small. Both correlations, $|r|$ are as high as around 1. These values are the same to four significant figures. Hence, linear equation is sufficient to use the approximate model. Accordingly, the $k$ approximate equation is defined by Figure 10 as follows;

$$k = 7.483 \frac{1}{T_d} + 3.040 \times 10^{-4} \quad (30)$$

3.3 Design of Gain $f$

Here, an approximate equation for deciding $f$ by using $k$ is determined. The approximate equation of $f$ is derived by the relationships of $k$ and $f$ in minimum $J$. $f$ is converted to $\log_{10}f$ owing the exponential relationship. The $k$-$\log_{10}f$ graphs are shown in Figure 12 in which approximation is based on a linear equation, and also in Figure 13 in which approximation is based on a quadratic equation.

Figure 12. Approximate equation with gain $f$ and gain $k$ by linear equation.
Table 4. Coefficient of approximate equation and approximate evaluation for gain $k$

<table>
<thead>
<tr>
<th>Figure name</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$\sigma$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 8</td>
<td>$-1.380 \times 10^{-2}$</td>
<td>$7.560 \times 10^{-1}$</td>
<td>$3.084 \times 10^{-1}$</td>
<td>$8.989 \times 10^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Figure 9</td>
<td>$5.286 \times 10^{-4}$</td>
<td>$-4.551 \times 10^{-2}$</td>
<td>$1.126$</td>
<td>$1.871 \times 10^{-1}$</td>
<td>$9.869 \times 10^{-1}$</td>
</tr>
<tr>
<td>Figure 10</td>
<td>$7.483$</td>
<td>$3.040 \times 10^{-4}$</td>
<td>$4.896 \times 10^{-2}$</td>
<td>$9.999 \times 10^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Figure 11</td>
<td>$3.330$</td>
<td>$7.073$</td>
<td>$9.246 \times 10^{-3}$</td>
<td>$3.834 \times 10^{-2}$</td>
<td>$9.999 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

Figure 13. Approximate equation with gain $f$ and gain $k$ by quadratic equation.

Each approximate equation is defined as $k = aT_d^2 + bT_d + c$. These coefficients $a$, $b$, $c$ and the standard deviation $\sigma$ and the correlation coefficient $r$ are shown in Table 5. The significant figure is 4 digits. In a comparison between Figure 12 and Figure 13, the approximate line of Figure 13 passes nearer than of Figure 12. The standard deviation $\sigma$ of Figure 13 is also smaller than the other one. The correlation coefficient, $r$ of Figure 13 is 0.994 which is higher than the other. Accordingly, the approximate equation of gain $f$ is defined by Figure 13 as follows:

$$\log_{10} f = -1.093k^2 + 2.131k - 6.824 \times 10^{-1}. \quad (31)$$

4 Verification of Proposed Gain Design

4.1 Gain Design

The gain is actually designed by using Eq. (30) and (31). First, $T_d$ is set to design. Each parameter is defined to decide $T_d$. In this simulation, a model of the mobile robot is made as in Table 3. The maximum velocity of the mobile robot is 0.50 [m/s]. Each distance between initial position and eight desired positions is same and about 7.2 [m]. However, actual orbit rarely becomes to the shortest distance. In this case, an orbit is assumed about 10.0 [m]. Assuming that the constant velocity is 0.35 [m/s] in distance of 10.0 [m], we have decided the settling time as 35 [s]. The reason of considering the constant velocity to 0.35 [m/s] is having the maximum velocity of the mobile robot to 0.50 [m/s]. Next, gain $f$ and $k$ are designed by using $T_d$. In this case, the significant figure is 3 digits. $k$ is calculated by using $T_d$ and Eq. (30) as

$$k = \frac{7.483}{T_d} + 3.040 \times 10^{-4}$$

$$= 0.214104$$

$$\simeq 0.214,$$

where, $f$ is calculated by using $k$ and Eq. (31) as follows;

$$\log_{10} f = -1.093k^2 + 2.131k - 6.824 \times 10^{-1}$$

$$= -0.050055028 + 0.456034 - 0.6824$$

$$= -0.276421028$$

$$f \simeq 0.529.$$

Therefore, the gains of $k$ and $f$ are decided at $T_d = 35$ [s] to 0.214 and 0.529, respectively.
Table 5. Coefficient of approximate equation and approximate evaluation for gain $f$

<table>
<thead>
<tr>
<th>Figure name</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$\sigma$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 12</td>
<td>1.121</td>
<td>$-5.164 \times 10^{-1}$</td>
<td>$1.887 \times 10^{-1}$</td>
<td>$9.895 \times 10^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Figure 13</td>
<td>-1.093</td>
<td>2.131</td>
<td>$-6.824 \times 10^{-1}$</td>
<td>$9.374 \times 10^{-2}$</td>
<td>$9.994 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

4.2 Simulation with Designed Gain

The calculated gain is simulated. The simulation parameter is used by Table 3. The evaluation value consists of Eq. (27) and Eq. (28). The initial value is $[x\ y\ \theta] = [1.0\ 2.0\ \pi/2]$. The eight desired values are defined by Table 1. In this case, Table 6 shows the evaluation value.

Table 6. Evaluation value of simulation with the designed gain

<table>
<thead>
<tr>
<th>$T_d$</th>
<th>$k$</th>
<th>$f$</th>
<th>$J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>0.214</td>
<td>0.529</td>
<td>87.417</td>
</tr>
</tbody>
</table>

To verify effectiveness of the gain designing method, Table 7 shows gain combinations in which $J$ becomes the minimum value at each $T_d$.

Table 7. Evaluation minimum value of simulation each desired settling time

<table>
<thead>
<tr>
<th>$T_d$</th>
<th>$k$</th>
<th>$f$</th>
<th>$J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.75</td>
<td>2.0</td>
<td>88.175</td>
</tr>
<tr>
<td>20</td>
<td>0.37</td>
<td>0.9</td>
<td>89.175</td>
</tr>
<tr>
<td>30</td>
<td>0.25</td>
<td>0.6</td>
<td>87.664</td>
</tr>
<tr>
<td>40</td>
<td>0.19</td>
<td>0.5</td>
<td>92.403</td>
</tr>
<tr>
<td>50</td>
<td>0.15</td>
<td>0.4</td>
<td>88.319</td>
</tr>
</tbody>
</table>

The minimum $J$ fluctuates to $92.4 \lesssim J \lesssim 87.6$ as shown in Table 7. The average is $\bar{J} \simeq 89.1$. When the values $J$ of Table 7 and Table 6 are compared, the value $J$ that is simulated by using designed gain is the lowest in the values of Table 7. Hence, the gain that is designed by this method is confirmed. As a result, the simulation is conducted under the condition that initial value $[x\ y\ \theta]$ is $[1.0\ 2.0\ \pi/2]$ and desired value $[x\ y\ \theta]$ is $[7.0\ 6.0\ \pi]$, is shown. Figure 14 shows a response of modified error $e$. Figure 15 shows the orbit of the mobile robot. Figure 16 shows a response of input $u$. Figure 17 shows the robot’s speed of translation $v$ and angular velocity $\omega$. Figure 14 shows a convergence to 0 in all the state $e$. Robot’s state is set to desired state as shown in Figure 15. The orbit is changed by desired value. In this simulation, movement distance becomes about 13.9 [m] by occurrence of turning over. In another pattern, movement distance becomes about 7.9 [m]. The average movement distance of the eight desired values is 10.9 [m]. Therefore, it is enough to estimate that the movement distance is 1.5 times more than the shortest distance. Figure 16 shows convergence of input to 0 according to the state. Figure 17 shows the outputs that are the translational velocity and the angular velocity according to the input.
Table 7 shows gain combinations in which the minimum value is the lowest in the values of Table 7. Hence, the gain that is designed by this method is confirmed.

Figure 14. Error of state with canonical form

Figure 15. Orbit of mobile robot

Figure 16. Inputs

Figure 17. Relationship between time and velocity
The maximum velocity is larger than about 0.50 [m/s] owing to the initial state value that is larger than the later state. The solution of the problem needs input saturated measures. The average velocity of the simulation is about 0.40 [m/s]. The velocity is larger than the assumed velocity owing to the movement distance that becomes longer by behavior of controller. For example, there is another simulation in which maximum velocity is about 0.80 [m/s], and in which average velocity is about 0.23 [m/s]. The average velocity of eight simulations becomes about 0.31 [m/s]. This is close to the assumed velocity 0.35 [m/s] because it is 88% of the velocity. These results prove the effectiveness of gain that is obtained by using proposed designing method.

5 Conclusions

In this paper, our approach is verified by a quasi-continuous exponential stabilizing controller using another pattern of input that is the control of attractive to the invariant manifold. A quasi-continuous exponential stabilizing controller consists of a continuous feedback control and a control of attractive an invariant manifold. We focused on the control method to attract an invariant manifold. In accordance with the method of Khennouf, the control of attractive to the invariant manifold consists of single input. The modified error system of a nonholonomic double integrator model is used in this research as a nonholonomic canonical forms. This method is expected to be applied to other nonholonomic canonical forms.

We verified the stabilization of the derived quasi-continuous exponential stabilizing controller. Furthermore, we proposed the designing method of control gain by the controller. In order to design the control gain, evaluation function for simulation at each gain is defined. The evaluation function is defined by desired settling time, real settling time and movement distance. Additionally, the eight patterns of desired values are constituted for satisfying all relations of plus and minus with three state variables to consider the influence from initial value. The approximate equation is derived from the evaluation value. Derivation of gain $k$ has been approximated by linear equation using a relationship between $1/T_d$ which is the inverse of desired settling time $T_d$. Derivation of gain $f$ is approximated by quadratic equation using a relationship between $\log_{10} f$ and $k$. Accordingly, it is possible to determine the gains $k$ and $f$ by giving the desired settling time $T_d$ with the method.

This design method that determines the gain of the assumed actual system has been simulated. The simulation was verified by using the evaluation function. The evaluation value of the simulation using designed gain with the method has become the better value than several evaluation values of simulation without the proposed method. The average movement distance of the eight desired values is 10.9 [m]. The average velocity of eight simulations becomes about 0.31 [m/s]. By contrast, assumed movement distance is 10 [m]. Assumed average velocity is 0.35 [m/s]. These relations are obtained high correlative as nearly to 90%. Therefore, the effectiveness of the proposed method has been verified by these results.
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Abstract

Detecting genetic association models between single nucleotide polymorphisms (SNPs) in various disease-related genes can help to understand susceptibility to disease. Statistical tools have been widely used to detect significant genetic association models, according to their related statistical values, including odds ratio (OR), chi-square test ($\chi^2$), $p$-value, etc. However, the high number of computations entailed in such operations may limit the capacity of such statistical tools to detect high-order genetic associations. In this study, we propose lsGA algorithm, a genetic algorithm based on local search method, to detect significant genetic association models amongst large numbers of SNP combinations. We used two disease models to simulate the large data sets considering the minor allele frequency (MAF), number of SNPs, and number of samples. The three-order epistasis models were evaluated by chi-square test ($\chi^2$) to evaluate the significance ($P$-value < 0.05). Analysis results showed that lsGA provided higher chi-square test values than that of GA. Simple linear regression indicated that lsGA provides a significant advantage over GA, providing the highest $\beta$ values and significant $p$-value.

Keywords: Genetic algorithms, identifying susceptibility genes, local search algorithm

1 Introduction

Single nucleotide polymorphisms (SNPs) are important biomarkers in genomes [1], and gene expression may be influenced by the SNP alone or by interaction between SNPs [2]. Thus, improved understanding of associations between SNPs contributes to the analysis of diseases and cancers [3-5]. Genetic associations indicate that the effect of any single genetic variation (e.g., SNPs) will likely be dependent on other genetic variations (interaction between SNPs) [6]. Genetic association studies focus on which SNP combinations may be associated with high risk in genes related to diseases and cancers. Thus, epistasis identification can be regarded as a feature selection problem, and genetic association detection remains a challenge in bioinformatics [7].

Genetic associations can be identified by identifying significant differences between pathological (case) and normal (control) state. Many statistical methods have been proposed to identify significant genetic associations, such as PLINK [8] and BOOST [9]. However, these methods only identify two-order genetic associations. Identification of high order genetic associations is a NP-hard prob-
lem, especially for high-dimensional SNP combinations and large SNPs [10]. Traditional statistical methods, e.g., chi-square test ($\chi^2$), are suitable for computationally intensive operations. Thus, evolutionary computations have been applied to improve statistical methods for identifying significant genetic associations. Particle swarm optimization (PSO) has been applied to identify significant genetic associations for facial emotion perception [11] and hypertension [12]. Genetic algorithm (GA) has been successfully used to identify significant genetic associations for chronic dialysis [13] and breast cancer [14]. These previous studies showed that the limitations imposed by large statistical evaluations can be overcome by evolutionary computation. Moreover, significant genetic associations with SNP combinations show that a marginal SNP may be associated with disease when combined with other SNPs [13]. However, the search abilities of these methods are insufficiently robust for large numbers of SNPs.

In this study, we used local search to improve on GA to enhance population diversity. Local search can reduce the probability of the same vector being identified between two selected chromosomes to create a crossover operation. A high-dimensional data set was simulated using the biological parameters of SNPs. The results of the improved GA outperform those of the traditional GA.

2 Method

2.1 Problem definition

An SNP represents three types of genotypes, including ‘AA’ (homozygous reference genotype), ‘Aa’ (heterozygous genotype), and ‘aa’ (homozygous variant genotype). In this study, the genotype at SNP $i$ is defined as a set $G_i = \{1, 2, 3 \mid 1=‘AA’, 2=‘Aa’, 3=‘aa’\}$, where $i$ is the $i^{th}$ SNP in $n$ SNPs ($n=$total number of SNPs) which is related to disease. Genetic association identification aims to select the $m$ SNP ($m \geq 2$) by determining whether their combination has significant associations with disease or not. A genetic association can be regarded as a set $E = \{s_1, s_2, s_3, ..., s_m\}$, where $s_i = \{SNP_i, G_i\}$ and the problem space consists of the $m$-dimensional SNP selection. The objective function $f(E)(f : \delta \subseteq RmR)$ is defined by chi-square test ($\chi^2$) and the objective $E^*$ is the set $E$ with highest $\chi^2$ value, i.e., $f(E^*) > f(E)$ for all $E \in \delta$, where $\delta$ is a non-empty large finite set serving as the problem space.

2.2 Genetic algorithm

Genetic algorithm (GA) was proposed by Holland [15] and has been applied to research in artificial intelligence, such as gene expression in biology problems. Thus, GA has been applied to the problems of classification [16] and primer design [17]. In GA, a chromosome is represented as an available solution in the search space, i.e., a genetic association set $E$. Each chromosome is evaluated by the objective function, and the good chromosomes have a higher probability to precede the evolutionary operation. Furthermore, bad chromosomes will be eliminated from the population, leaving the promising elements in the good chromosomes for the next generation. The evolutionary strategy in GA includes six operations: (1) chromosome initialization, (2) population estimation, (3) selection operation, (4) crossover operation, (5) mutation operation, and (6) replacement operation. Algorithm 1 shows the GA process.

2.3 Genetic algorithm based on the local search algorithm

The local search algorithm searches the $k$-exchange neighborhood to improve the chromosome from the current solution by exchanging at most $k$ elements [18]. Various studies have successfully applied the local search algorithm to improve evolutionary algorithms, such as multi-objective flexible job-shop scheduling problem [19], multi-modal optimization [20] and best-offspring hybrid genetic algorithm [21]. This study use the local search algorithm to enhance the population diversity after the mutation operation in GA process (lsGA). Algorithm 2 shows the lsGA pseudo-code. The detailed operations are explained in the following sections.

Chromosomal representation

The chromosomes are defined by the definition of genetic association and are shown below:

$$C_l = \{SNP_l, G_l\},$$

where $SNP_l$ is a set included the selected $m$ SNPs, where $l$ is the $l^{th}$ chromosome in the population, in
which each SNP cannot be selected repeatedly. $G_j$ is a set including the genotypes which correspond to SNP$_j$. Let $C_l = \{10, 17, 1, 2\}$, which indicates that the $l^{th}$ chromosome consists of the 'AA' genotype of SNP$_{10}$ and 'Aa' genotype of SNP$_{17}$, in which the number of the SNP is its order in the dataset.

**Objective function**

In the GA process, the objective function is used to estimate the values of the chromosomes, referred to as fitness values. The chi-square test ($\chi^2$) aims to identify the significant epistasis. The objective function can be written as:

$$F(C_l) = \frac{(a+b+c+d)(a+d-b+c)^2}{(a+b)(c+d)(a+c)(b+d)}$$

where $a$, $b$, $c$, and $d$ are respectively the four cells in the contingency table (see Table 1). The $a$ is the total number of matched $C_l$ in the cases, $b$ is the total number of matched $C_l$ in the controls, $c$ is the total number of unmatched $C_l$ in the cases, and $d$ is the total number of unmatched $C_l$ in the control. In this study, a high objective function indicates a better chromosome.

**Selection operation**

In GA, genetic operations require two parents ($P_1$ and $P_2$) to produce two children ($P'_1$ and $P'_2$), and the parents are selected by the selection operation. We used rank-based tournament selection which ranks the chromosomes according to their fitness values and selects the two top chromosomes as the parents.

**Crossover operation**

The crossover operation performed a one-point crossover that randomly generated the $D$ binary strings ($D$ is the dimension of the parent). The first string indicates that the elements of two parents $P_1$ and $P_2$ need to be exchanged, while remaining strings are unchanged. Let binary string = {1, 0, 0, 1}, $P_1 = \{1, 4, 2, 1\}$, and $P_2 = \{2, 4, 1, 3\}$, the two offsprings $P'_1$ and $P'_2$ are $\{2, 4, 2, 3\}$ and $\{1, 4, 1, 1\}$, respectively.

**Mutation operation**

The mutation operation performed the binary string mutation in which each bit in the binary string randomly generated a probability. If the probability is smaller than mutation threshold, this point in the offspring randomly generates a possible element. If the binary string remains unchanged after the mutation operation, this operation is repeatedly performed until a single bit is mutated.

**Local search algorithm**

The local search algorithm was used to find the better solution in the offspring neighborhood, and it could enhance the population diversity, especially when the production of offsprings is similar in the population. Algorithm 3 shows the pseudo-code of the local search algorithm. $P'$ indicates the offsprings and $C'$ is the neighboring offspring. $d$ is the increased distance value between $P'$ and $C'$. If the fitness value of $C'$ is better than the fitness value of $P'$, then $C'$ replaces $P'$.

**Replacement operation**

The replacement operation aims to keep the good chromosomes for genetic operations in the following generation. The two producing offspring are added into the population and the least two chromosomes with low fitness values are deleted from the population.

**Algorithm 1 – GA pseudo-code**

```
01: begin
02: Initial population
03: while (generation ≠ termination)
04: Evaluate population
05: Selection
06: Crossover
07: Mutation
08: Replacement
09: Output best chromosome
10: end
```

**Algorithm 2 – lsGA pseudo-code**

```
01: begin
02: Initial population
03: while (generation ≠ termination)
04: Evaluate population
05: Selection
06: Crossover
07: Mutation
08: Local search
09: Replacement
10: Output best chromosome
11: end
```
Algorithm 3 – Local search algorithm pseudo-code

01: begin
02: for \((i=1; i < \text{total number of offsprings}; i++)\)
03: \(\text{Copy } P'_i \text{ into } C'_i;\)
04: for \((j=1; j < \text{the dimension of } C'_i; j++)\)
05: \(d_j = l_j \times \text{Rand} [0:1]; l_j \in \mathbb{N}: l_j < \max(C_j)\)
06: \(C'_{ij} = C'_{ij} + d_j\)
07: if fitness \((P'_i) > \text{fitness } (C'_{ij})\)
08: \(\text{Replace } P'_i \text{ by } C'_{ij}\)
09: end

3 Result and Discussion

3.1 Data set

In the performance comparison, two epistasis models, ZZ model [22, 23] and XOR model [24], were selected to test all methods. The XOR model is the nonlinear epistasis, and high risk of disease is dependent on inheriting a heterozygous genotype from one locus or a heterozygous genotype from another locus, but not all loci. In the ZZ model, high risk of disease is dependent upon inheriting exactly two high-risk alleles from two loci. MAFs of disease-associated SNPs were set at 0.1 and 0.2, and MAFs of unassociated SNPs were set from [0.05, 0.5]. Total numbers of SNPs were 50 and 100, and total numbers of samples were 400 (cases = 200 and controls = 200) and 1000 (cases = 500 and controls = 500). GAMETES was used to generate the SNP dataset using the above parameters [25]. Each parameter combination generated 100 data sets in each disease model. The objective is to identify the significant genetic association models.

3.2 Parameter settings

In this study, all methods used the same parameters and the same initial population to test statistical ability to identify genetic associations. The exchange probability for the one-point selection operation is 1.0 and the exchange probability for the one-point mutation operation is 0.1. The population size is 50 and the total number of generations is 1000.

3.3 Evaluation of identified genetic association models in 12 XOR models and 12 ZZ models

In this study, each initial population between GA and lsGA is the same and the random seed in the program is also the same. Figures 1 and 2 show the results of three-order genetic association models in GA and lsGA. The symbols, upper side and lower side, in each point indicate the mean ± standard deviation (SD), and each point saves all fitness values of the population for every 50 generations over 100 data sets.

In Figure 1, the results for all generations showed that the mean best fitness values from lsGA outperform those of the traditional GA in 12 XOR models. The difference of chi-square test \(\chi^2\) values (fitness values) between GA and lsGA is very large, indicating that lsGA outperforms GA in identifying the most significant genetic association model, and the increased \(\chi^2\) values indicate that the \(p\)-value is decreased, i.e., \(p\)-value \(<< 0.05\). Both total number of SNPs and samples can influence the \(\chi^2\) values, in which the \(\chi^2\) values of large samples are higher than small samples because the \(a\) and \(d\) in Table 1 increases when the total number of samples are increased. The \(\chi^2\) values of SNP = 500 are lower than other XOR models with SNP = 50 and 100. This clearly shows that a high total number of SNPs can increase the degree of difficulty in processing the evolutionary algorithm. However, lsGA can enhance the \(\chi^2\) values, especially in XOR model with SNP = 500 and sample = 1000. This shows that the local search algorithm facilitates the finding of better solutions.

<table>
<thead>
<tr>
<th></th>
<th>Case</th>
<th>Control</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_l)</td>
<td>a</td>
<td>b</td>
<td>(a+b)</td>
</tr>
<tr>
<td>(C_l)</td>
<td>c</td>
<td>d</td>
<td>(c+d)</td>
</tr>
<tr>
<td>Total</td>
<td>(a+c)</td>
<td>(b+d)</td>
<td>(a+b+c+d)</td>
</tr>
</tbody>
</table>

\(C_l\) indicates unmatching \(C_l\)

In Figure 2, results for all generations show that the mean of best fitness values from lsGA outperform those of GA in 12 ZZ models, and the high \(\chi^2\) values indicate that significant genetic association models are identified by GA and lsGA. However, lsGA identified more significant genetic asso-
one-point mutation operation is 0.1. The population change probability for the one-point selection operation is 0.9. Thus, the local search algorithm can avoid the population being trapped in a local optima. However, lsGA can continually enhance the \( \chi^2 \) values, especially in ZZ models with SNP = 500. This shows that the local search algorithm can avoid the population being trapped in a local optima.

Table 2 shows the average results of a simple linear regression for best fitness values and the average amount of fitness values for the population using GA and lsGA methods in the XOR and ZZ models. The positive \( \beta \) values indicate that the lsGA is superior to GA, and the high value indicates the greater improvement. The p-value \( (P > t) \) is used to determine whether lsGA significantly improves on GA in XOR and ZZ models. The lsGA shows a significant advantage as compared to the GA, providing the highest \( \beta \) values and significant p-value.

### 3.4 Comparison of GA and lsGA for population

Figures 3 and 4 show the mean sum of fitness values of the population in the form of a log10 value over the number of generation in GA and lsGA. The symbols, upper side and lower side, are the mean ± standard deviation (SD). Each point is the mean sum of the fitness values in the population over 100 data sets.

The distribution curves in Figures 3 and 4 are respectively similar with those in Figure 1 and 2, indicating the values of chromosomes are improved by the genetic operations of GA. In addition, the improvement trend in GA is relatively slow, while that in lsGA is more obvious. This indicates that the local search algorithm can provide better offspring to advance the population for finding better epistasis models in the XOR and ZZ models.

### 3.5 Effectiveness comparison of GA and lsGA

The effectiveness of the proposed lsGA is shown by computer simulations on genetic association models consisting of 12 XOR models and 12 ZZ models. The results clearly showed that lsGA can effectively escape from the local optima. Thus, the more significant genetic association models could be identified by lsGA, and these genetic association models with high risk included several SNPs which can help improve understanding of the associations between genes and disease. Several local search algorithms have been proposed to improve evolutionary algorithms in various problems, including multi-objective optimization [26], location-routing problem [27], and so on. Therefore, our proposed lsGA may be able to solve other problems. Furthermore, these local search algorithms may be more effectively in improving the search ability of GA for identifying better genetic association models.

### 3.6 Runtime comparison of GA and lsGA

The computational running time of lsGA was similar to that of GA. The local search algorithm evaluates the \( D \)-dimensional vectors in the two offsprings after the mutation operation. The computational complexity of GA can be represented as big-O(NM), where \( N \) is the total number of generations and \( M \) is the total population size. lsGA is big-O(N(M+2D)), where \( D \) is the chromosome dimension. The \( D \) is very small in the problem of identifying genetic associations, e.g., a 3-order genetic association only uses a 6-dimensional vector. However, lsGA is superior to GA in terms of finding better genetic association models with higher \( \chi^2 \) values.

### 4 Conclusions

The local search algorithm is used to improve the GA (named as lsGA) to detect genetic associations amongst disease-related genes. Two disease models are used to evaluate the ability of lsGA to detect significant genetic association models regarding the marks of SNPs located in susceptibility genes. Our results show that lsGA can detect more significant models than GA, and continued to effectively enhance the \( \chi^2 \) values for finding better mod-
Table 2. Comparison of GA and IsGA in the mean of best fitness values and in mean sum of fitness values of population in XOR and ZZ model by simple linear regression

<table>
<thead>
<tr>
<th></th>
<th>MAF = 0.1, Sample size = 400</th>
<th>MAF = 0.1, Sample size = 1000</th>
<th>MAF = 0.2, Sample size = 400</th>
<th>MAF = 0.2, Sample size = 1000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean of best fitness values</td>
<td>Mean of best fitness values</td>
<td>Mean of best fitness values</td>
<td>Mean of best fitness values</td>
</tr>
<tr>
<td></td>
<td>β</td>
<td>P &gt; t</td>
<td>β</td>
<td>P &gt; t</td>
</tr>
<tr>
<td>XOR model SNPs = 50</td>
<td>0.23 1.10E-98 0.21</td>
<td>4.58E-81 0.39</td>
<td>4.12E-154 0.16</td>
<td>4.94E-24</td>
</tr>
<tr>
<td>SNPs = 100</td>
<td>0.25 5.49E-122 0.21</td>
<td>6.04E-82 0.41</td>
<td>7.81E-171 0.33</td>
<td>7.84E-106</td>
</tr>
<tr>
<td>SNPs = 500</td>
<td>0.33 2.83E-219 0.30</td>
<td>8.80E-170 0.37</td>
<td>3.41E-137 0.34</td>
<td>6.28E-115</td>
</tr>
<tr>
<td>ZZ model SNPs = 50</td>
<td>0.29 1.79E-158 0.34</td>
<td>2.04E-223 0.35</td>
<td>5.57E-124 0.30</td>
<td>1.40E-123</td>
</tr>
<tr>
<td>SNPs = 100</td>
<td>0.26 6.21E-126 0.35</td>
<td>3.00E-245 0.27</td>
<td>1.51E-69 0.34</td>
<td>1.22E-84</td>
</tr>
<tr>
<td>SNPs = 500</td>
<td>0.13 4.06E-31 0.11</td>
<td>9.65E-24 0.19</td>
<td>1.69E-34 0.06</td>
<td>5.18E-61</td>
</tr>
<tr>
<td></td>
<td>Mean sum of fitness values of population XOR model SNPs = 50</td>
<td>Mean sum of fitness values of population XOR model SNPs = 100</td>
<td>Mean sum of fitness values of population XOR model SNPs = 500</td>
<td>Mean sum of fitness values of population XOR model SNPs = 1000</td>
</tr>
<tr>
<td></td>
<td>β</td>
<td>P &gt; t</td>
<td>β</td>
<td>P &gt; t</td>
</tr>
<tr>
<td>SNPs = 50</td>
<td>0.26 9.20E-134 0.26</td>
<td>2.32E-125 0.37</td>
<td>1.62E-138 0.24</td>
<td>9.64E-58</td>
</tr>
<tr>
<td>SNPs = 100</td>
<td>0.28 8.96E-153 0.22</td>
<td>3.48E-95 0.39</td>
<td>2.15E-149 0.35</td>
<td>5.20E-120</td>
</tr>
<tr>
<td>SNPs = 500</td>
<td>0.34 1.68E-232 0.32</td>
<td>1.08E-199 0.37</td>
<td>1.14E-134 0.34</td>
<td>8.40E-116</td>
</tr>
<tr>
<td>ZZ model SNPs = 50</td>
<td>0.32 2.69E-197 0.36</td>
<td>8.52E-261 0.35</td>
<td>8.05E-91 0.36</td>
<td>4.73E-131</td>
</tr>
<tr>
<td>SNPs = 100</td>
<td>0.27 1.40E-138 0.36</td>
<td>5.06E-260 0.29</td>
<td>9.41E-117 0.36</td>
<td>2.83E-129</td>
</tr>
<tr>
<td>SNPs = 500</td>
<td>0.18 4.93E-59 0.10</td>
<td>2.47E-18 0.25</td>
<td>2.76E-05 0.08</td>
<td>5.02E-08</td>
</tr>
</tbody>
</table>

Figure 1. Mean best fitness values in the form of a log10 value over the number of generations for GA and IsGA in the 12 XOR models. The error bar is evaluated by the standard deviation in each point.
Table 2. Comparison of GA and lsGA in the mean of best fitness values and in mean sum of fitness values of population in XOR and ZZ model by simple linear regression.

Figure 1. Mean best fitness values in the form of a log10 value over the number of generations for GA and lsGA in the 12 XOR models. The error bar is evaluated by the standard deviation in each point.

Figure 2. Mean best fitness values in the form of a log10 value over the number of generations for GA and lsGA in the 12 ZZ models. The error bar is evaluated by the standard deviation in each point.

Figure 3. Mean sum fitness values of population in the form of a log10 value over the number of generations for GA and lsGA in the 12 XOR models. The error bar is evaluated by the standard deviation in each point.
Figure 4. Mean sum fitness values of population in the form of a log$_{10}$ value over the number of generations for GA and IsGA in the 12 ZZ models. The error bar is evaluated by the standard deviation in each point.
els, indicating that lsGA can be applied to identify complex genetic association models in large data sets.
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